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Abstract

This doctoral thesis focuses on the spatial distribution of productive factors and

provides new original evidence about the role that spatial frictions - costs related to

distance - have for it and for its degree of allocative eiciency, meant as the output

maximizing optimal distribution of scarce resources across users.

This dissertation is motivated by the high policy and research relevance of the

spatial distribution of productive factors in presence of distance related costs. The

strength of agglomeration economies has been steadily increasing in the last century,

owing to the reduction in transport and trade costs associated with economic inte-

gration and technological advancements. As a result, smaller and peripheral cities

and regions tend to face productivity and population decays, struggling in attract-

ing and retaining productive factors. As highlighted by the extant literature, this

outcome is not always socially desirable in terms of aggregate welfare and produc-

tivity, as the external nature of agglomeration spillovers is likely to lead to ineicient

spatial outcomes.

The thesis addresses this general topic with respect to the eiciency of the spa-

tial distribution of speciőc productive factors, and to the role of spatial frictions

on it, and analyses three research questions in as many chapters: i) the spatial

distribution of risk-capital and the role of proximities in reducing regional equity

gaps, in Chapter 1; ii) the distribution of workers across-cities as inŕuenced by the

adoption of remote-work arrangements, in Chapter 2; iii) the spatial disparities in

őrms’ ability to eiciently allocate human and physical capital, and the productivity
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and output losses that these entail, in Chapter 3. By working across these three

research questions, the thesis aims at reaching two main objectives. Firstly, it aims

at adding to the research at the frontier about how to investigate the inŕuence that

spatial frictions and their mitigation have on the mobility and spatial distribution of

productive factors. Secondly, it aims at providing new estimates of the magnitude

of the welfare and productivity losses that this interplay determines.

Chapter 1 aims to investigate the role that diferent forms of proximity have in

the access to Venture Capital (VC) by Innovative Startup Companies (ISC). By

combining VC with economic geography literature, we claim that, while tangible

(spatial) proximities are relevant for successful VC deals with young innovative őrms,

diferent kinds of intangible proximity between them also matter and could explain

the absence of location-mirroring relationships. By referring to the population of

Italian innovative startups, and by tracing the VC investments occurred in them, we

őnd that tangible proximities account for this matching, but more in functional than

in geographical terms, showing an expected concave relationship with it. Industrial

proximity between the two actors matters too, with an atypical convex pattern,

and makes the role of functional proximity less binding for the matching. The

greatest correlation emerges with respect to a relational kind of proximity, due

to the closeness between partners in organisational and social terms. Its efect

grows exponentially with the level of proximity, but relational proximity does not

moderate the impact of functional proximity on the matching. Research and policy

implications are drawn accordingly.

Chapter 2 explores the efects of the adoption of remote-work on the size and

competitiveness of US cities. Contributing to the revamp of debate on the topic

stimulated by the Covid-19 pandemic, it őrst predicts these efects by proposing a



Quantitative Spatial Economic model with shipping and commuting costs. Then it

evaluates the counterfactual changes in population distribution across US cities given

remote-work adoption. Results show that, if remote-work was to be adopted to its

full potential, according to each city’s share of employment in remotely-performable

occupations, larger cities would grow in size, welfare, and productivity. This result is

the sum of a number of agglomeration forces, linked to the initial consumption and

productivity advantages, to the higher frictions (and savings) entailed in their size,

and to the higher share of workers in remote-workable occupations that larger cities

tend to display. The new spatial equilibrium is found to entail generalised welfare

gains that would also beneőt smaller and shrinking cities, due to the pro-competitive

efect of trade.

Chapter 3 investigates the spatial heterogeneity that factors misallocation re-

veals in nine EU-member countries (Germany, France, Austria, Italy, Spain, Portu-

gal, Czech Republic, Slovenia and Poland) during the years 2011-2020. Misalloca-

tion, meant as the degree of eiciency with which inputs are allocated across őrms,

is increasingly regarded as the main source of aggregate productivity and income

diferences across countries. Nevertheless, its within-country spatial and regional

dimensions are still largely overlooked, notwithstanding numerous reasons for al-

locative eiciency to vary across diferent administrative units. This article aims at

őlling this gap by őrstly performing an exploratory analysis of allocative eiciencies

at diferent levels of territorial aggregation (NUTS0, NUTS1, NUTS2 and NUTS3).

Secondly, it provides evidence for the across-regions disparities in allocative ei-

ciency to account for large shares of aggregate misallocation for all the examined

European countries (up to 28% at NUTS3 level). Finally, it investigates and őnds

support for the hypothesis that variations in local institutional quality may help



explaining regional diferences in allocative eiciencies.



Table of contents

List of tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

List of figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

I Overview of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 1

II Background literature . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

II.i Diferent forms of proximity . . . . . . . . . . . . . . . . . . . 3

II.ii Agglomeration, factors distribution and spatial frictions . . . 5

II.iii Factors misallocation . . . . . . . . . . . . . . . . . . . . . . . 8

III Research gaps and novelty . . . . . . . . . . . . . . . . . . . . . . . . 10

IV Outline of the chapters . . . . . . . . . . . . . . . . . . . . . . . . . . 12

V Main őndings and policy implications . . . . . . . . . . . . . . . . . . 16

VI Limitations and future avenues for research . . . . . . . . . . . . . . . 17

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

Chapter1: Tangible and intangible proximities in the access to Ven-

ture Capital: evidence from Italian innovative start-ups . 31

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

1.2 Proximities in the relationship between Venture Capitalists and in-

novative start-ups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

1.2.1 Tangible proximities in VC investments . . . . . . . . . . . . . 39

1.2.2 Intangible proximities in VC investments . . . . . . . . . . . . 40

ix



1.3 Empirical analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

1.3.1 Data and descriptive evidence . . . . . . . . . . . . . . . . . . 46

1.3.2 Dependent variable and econometric model . . . . . . . . . . . 49

1.3.3 Proximity variables . . . . . . . . . . . . . . . . . . . . . . . . 50

1.3.4 Control variables . . . . . . . . . . . . . . . . . . . . . . . . . 53

1.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

1.4.1 Baseline model: unpacking spatial proximity . . . . . . . . . . 55

1.4.2 Augmented model: beyond spatial proximity . . . . . . . . . . 58

1.4.3 Additional estimates and robustness checks . . . . . . . . . . . 63

1.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

Additional tables and őgures . . . . . . . . . . . . . . . . . . . . . . . . . . 85

Chapter2: Effects of remote work on population distribution across

cities: a QSE application . . . . . . . . . . . . . . . . . . . . 97

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

2.2 Literature review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

2.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

2.3.1 The benchmark QSE model . . . . . . . . . . . . . . . . . . . 107

2.3.2 Counterfactual estimation . . . . . . . . . . . . . . . . . . . . 112

2.3.3 Data and model quantiőcation . . . . . . . . . . . . . . . . . . 114

2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

Appendix: Behrens et al. 2017 model . . . . . . . . . . . . . . . . . . . . . 136



Additional tables and őgures . . . . . . . . . . . . . . . . . . . . . . . . . . 146

Chapter3: Spatial heterogeneity in factors misallocation: European

evidence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

3.2 Reference Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

3.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

3.3.1 Measures of misallocation . . . . . . . . . . . . . . . . . . . . 156

3.3.2 Estimation approach and identiőcation strategy . . . . . . . . 161

3.4 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

3.5.1 Aggregate misallocation . . . . . . . . . . . . . . . . . . . . . 172

3.5.2 Regional and by group decomposition . . . . . . . . . . . . . . 175

3.5.3 The impact of markers on within and across countries and

regions misallocation . . . . . . . . . . . . . . . . . . . . . . . 179

3.5.4 A NUTS2-level horse-race model . . . . . . . . . . . . . . . . 189

3.6 Conclusions and future direction of research . . . . . . . . . . . . . . 192

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

Additional tables and őgures . . . . . . . . . . . . . . . . . . . . . . . . . . 206

Appendix: Hsieh and Klenow (2009)’s model . . . . . . . . . . . . . . . . . 213



List of tables

Table 1.1 Baseline model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Table 1.2 Augmented model . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Table 1.3 ISC and location-speciőc control variables, descriptive statistics . 85

Table 1.4 VC-speciőc descriptive statistics . . . . . . . . . . . . . . . . . . . 88

Table 1.5 Proximity/distances descriptive statistics by value of the depen-
dent variable. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

Table 1.6 Proximity variables: deőnitions, calculation and sources . . . . . . 90
Table 1.7 ISCs, VC, and investments geographical distribution and location

quotient. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Table 1.8 Comparison of sampling and estimation methods for rare events

bias and correction. Models have been ordered from smaller (left)
to larger (right) root mean squared error (RMSE). . . . . . . . . . 92

Table 1.9 Pairwise correlation, dependent and proximity variables . . . . . . 93
Table 1.10 Robustness Checks: exclusion of syndicated and second invest-

ments, of spatially autocorrelated Local Labour Markets by num-
ber of ISCs or per number of VCs (as listed in őgures Figure 1.4
and Figure 1.5), of őrms located in Milan, and of foreign funds. . . 95

Table 2.1 Descriptive baseline statistics (2017) and main long-term counter-
factual results, by Metropolitan Statistical Area. . . . . . . . . . . 141

Table 3.1 Share of the between-group component on the overall dispersion
of TFPR: period-averages, 2011-2020 . . . . . . . . . . . . . . . . 175

Table 3.2 Firm-characteristics: Size, age, patenting activity and ownership of
őrms, on regional and aggregate misallocation, reallocation gains
and between-group component. . . . . . . . . . . . . . . . . . . . . 181

Table 3.3 Economic and political controls on regional and aggregate misal-
location, reallocation gains and between-group component. . . . . 183

Table 3.4 Public spending quality on regional and aggregate misallocation,
reallocation gains and between-group component. . . . . . . . . . . 186

Table 3.5 Horse-race model at NUTS2-level including all regressors. . . . . . 191
Table 3.6 Coverage of őnal sample from Orbis, relative to Eurostat (SBS)

data, by country and őrm size, year 2019. . . . . . . . . . . . . . 206
Table 3.7 Sectoral distribution of őrms and Value Added in the őnal sample,

by country (2019 data). . . . . . . . . . . . . . . . . . . . . . . . 207
Table 3.8 Summary statistics, means by country . . . . . . . . . . . . . . . . 208
Table 3.9 Main variables: type, description and source. . . . . . . . . . . . . 209
Table 3.10 Age and size distribution of őrms in the őnal sample by country,

year 2019. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

xii



Table 3.11 Type, changes and number of regions, by NUTS level. Territorial
units are deőned as statistical when these do not coincide with
administrative regions. . . . . . . . . . . . . . . . . . . . . . . . . 210



List of figures

Figure 1.1 Distribution of Italian ISCs, of VCs and VC-backed ISCs in NUTS3
regions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

Figure 1.2 Relational network and matrix . . . . . . . . . . . . . . . . . . . . 53
Figure 1.3 Quadratic prediction: dependent VS proximity variables . . . . . 86
Figure 1.4 Spatial Autocorrelation Analysis, at LMA level. . . . . . . . . . 87
Figure 1.5 Spatial Autocorrelation Analysis, at NUTS3 level. . . . . . . . . 94

Figure 2.1 Scatterplot, linear and quadratic prediction of counterfactual pop-
ulation change in MSAs, with respect to initial population. . . . 117

Figure 2.2 Scatterplot, linear and quadratic prediction of counterfactual pop-
ulation change in MSAs, with respect to the initial share of em-
ployment in fully remote-workable occupations. . . . . . . . . . . 117

Figure 2.3 Scatterplot, linear and quadratic prediction of counterfactual util-
ity change in MSAs, with respect to initial employment share in
fully remote-workable occupations. . . . . . . . . . . . . . . . . . 117

Figure 2.4 Rank-size rule comparison. . . . . . . . . . . . . . . . . . . . . . 117
Figure 2.5 Counterfactual changes in population and markups, and share of

employment in fully remote-workable occupations. . . . . . . . . . 121

Figure 3.1 Aggregate Misallocation: dispersion of log TFPR . . . . . . . . . 172
Figure 3.2 Aggregate manufacturing potential TFP gains from reallocation . 172
Figure 3.3 Evolution of within-region misallocation. . . . . . . . . . . . . . . 178
Figure 3.4 Evolution of regional reallocation gains, % of manufacturing output.178
Figure 3.5 Public Spending Quality Index at NUTS3 level, period average

(2006-2015). Source: own calculations on Fazekas and Czibik
(2021)’s data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

Figure 3.6 Historical climatic risk: mean of the period-averages (1500-1740)
of the min-max-normalised interannual standard deviation of pre-
cipitations (őg. 3.7) and of temperatures (őg. 3.8) in the growing
seasons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

Figure 3.7 Normalised St.Dev. of precipitations, period average (1500-1740).
Source: own calculations on Pauling et al. (2005)’s data. . . . . . 211

Figure 3.8 Min-Max-Normalised St.Dev. of temperatures, period average
(1500-1740). . Source: own calculations on Luterbacher et al.
(2004) and Xoplaki et al. (2005)’s data. . . . . . . . . . . . . . . 211

Figure 3.9 Robustness checks: aggregate misallocation and reallocation gains,
calculated on diferent samples . . . . . . . . . . . . . . . . . . . . 212

xiv







Acknowledgements

I am deeply grateful to my supervisors, Sandro Montresor and Miquel-Angel Garcia-

Lopez for their thorough scientiőc and emotional support, for their patience and

presence throughout this enriching path.

All remaining errors and omissions are my own.

A huge thank you goes to Rosella, Gabriel, David, Riccardo, Maria, Kenneth,

Marcela, Alessia, Martin, Yadira, Elisa, Piergiorgio, Maria Teresa, Machus, Marco,

Eddi, Marigio and many others, who shared with me their knowledge, experience,

passion, good mood and memorable cofee breaks. I also want to thank all those

people, that may or may not call themselves artists, who dedicate part of their lives

to gifting strangers with a safe escape for their souls during hard times.

Previous versions of the chapters included in this thesis were presented at the fol-

lowing conferences: 5th Geography of Innovation Conference, Stavanger (01/2020);

RSA-Regional Studies Association E-Festival (06/2021); 60th ERSA-European Re-

gional Studies Association Congress (08/2021); XLII AISRe-Italian Regional Science

Association Congress (09/2021), DRUID21, Copenhagen (10/2021), SEA-Spatial

Econometrics Association XVI World Conference, Warsaw (06/2022); AACR-XLVII

International Conference on Regional Science, Granada (10/2022); Seminars of

the Regional Quantitative Analysis Group (UB-AQR) Universitat de Barcelona

(12/2022).

xvii



To my family, Luciana, Roberto, Riccardo and Stefano,

my cherished grandmothers and dear aunties,

who are like angels to me.





Introduction

I Overview of the thesis

This doctoral thesis focuses on the spatial distribution of productive factors and

provides new original evidence about the role that costs related to distance have

for it and for its degree of allocative eiciency, meant as the optimal distribution of

scarce resources across users in order to maximize the output of production. The

thesis addresses this general topic with respect to the spatial distribution of speciőc

productive factors and analyses three research questions in as many chapters: i) the

spatial distribution of risk-capital and the role of proximities in reducing regional

equity gaps, in Chapter 1; ii) the distribution of workers across-cities as inŕuenced by

the adoption of remote-work arrangements, in Chapter 2; iii) the spatial disparities in

őrms’ ability to eiciently allocate human and physical capital, and the productivity

and output losses that these entail, in Chapter 3. By working across these three

research questions, the thesis aims at reaching two main objectives. Firstly, it aims

at adding to the research at the frontier about the inŕuence that spatial frictions and

their mitigation have on the mobility and spatial distribution of productive factors.

Secondly, it aims at providing new estimates of the magnitude of the welfare and

productivity losses that this interplay determines. This dissertation is motivated by

the high policy and research relevance of the spatial distribution of productive factors

in presence of distance related costs and agglomeration economies. The strength of
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agglomeration economies has been steadily increasing in the last century, owing

to the reduction in transport and trade costs associated with economic integration

and technological advancements (Thisse, 2009). As a result, smaller and peripheral

cities tend to face productivity and population decays, struggling in attracting and

retaining productive factors. As highlighted by the extant literature, this outcome is

not always socially desirable in terms of aggregate welfare and productivity (Desmet

and Rossi-Hansberg, 2014a), as the external nature of agglomeration spillovers is

likely to lead to ineicient spatial outcomes (Fajgelbaum and Gaubert, 2020; Fujita

and Thisse, 2013) which policy makers are asked to address. Can the őrms’ ability

to source productive factors outside main cities be improved?

The topic at stake is also and above all relevant from an academic perspective,

as revealed by the intensive research eforts its analysis has attracted across difer-

ent research streams, which the present work originally proposes to bridge among

them. In doing that, the thesis identiőes important gaps in the literature, of both a

methodological and empirical nature, to which its őlling it originally contributes as

illustrated in the following sections.

II Background literature

Along its three chapters, the thesis mainly draws on and contributes to three bodies

of literature, focusing on, respectively: i) diferent kinds of proximity; ii) agglomer-

ation, factors distribution, and frictions; iii) factors misallocation.
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II.i Different forms of proximity

Spatial proximity is the main requirement for agglomeration economies to be at

work. Numerous studies have in fact highlighted and estimated the strong distance-

decay experienced by knowledge spillovers (Caragliu and Nijkamp, 2016) and ag-

glomeration economies (Graham et al., 2010) such as the efects of labour pooling

and matching on wages and productivity (Dauth et al., 2019). Duranton (1999) ar-

gues that, as a perfect mobility of factors, information and goods would make cities

cease to exist, the constraining role of spatial frictions in the pre-and-industrial

eras became the main enabler of cities’ sustained growth in the post-industrial one.

The author deőnes proximity (especially ‘personal physical one’) as the main en-

gine of the post-industrial growth of cities, which could otherwise ‘disappear’ thanks

to technological improvements reducing the tyranny of distance in production and

trade. The author argues that this is rooted in the increase of importance of tacit

knowledge in production, and in the low substitutability of face-to-face contacts

with telecommunication technology for its transmission. However, spatial proximity

is not the only kind of proximity that matters for the spatial distribution of factors.

Regional science and regional innovation studies have recently considered other prox-

imity dimensions than the spatial one - such as organizational, social, technological

and institutional ones 1 - and other extents of it ś like permanent versus temporary.

In these streams of research, the analysis of the non-spatial dimensions of proximity

has mainly focused on innovation (Doran et al., 2012; Agrawal et al., 2008), learning

(Torre, 2008; Marrocu et al., 2014) and on industrial organization topics like M&A

deals (Boschma et al., 2016), with few more works considering the efects of tempo-

1 If not otherwise stated, we will refer to Boschma (2005)’s definitions for each proximity dimen-
sions.
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rary proximity on entrepreneurship (Gossling and Knoben, 2011), clusters (Ramirez-

Pasillas, 2010) and productivity (Mariotti et al., 2015). Conversely, as highlighted

by Torre (2019), there is still a gap in the application of such multi-dimensional con-

cept of proximity to the őeld of economic development. And this is unfortunate, as

such an application could help shed a light on economic relations and local-regional

divergent development path and policies. Diferent streams of study have tried to őll

this gap so far. A őrst step in this direction is represented by the work of Martin and

Simmie (2008), who reviewed the concept and theories of urban competitiveness to

investigate the theoretical and empirical evidence on the role that proximity, mainly

geographical and organizational (as in Torre and Rallet, 2005), plays in it. Similarly,

endogenous growth theory allowed a shift towards the importance of knowledge cre-

ation and difusion (Lucas, 1988) in explaining, growth, convergence (Romer, 1994)

and technological change (Romer, 1990). This shift accompanied the standard fo-

cus on spatial proximity towards that on cognitive, organizational and technological

proximity that informed the theories on the role of economic complexity on growth

and development (Hidalgo and Hausmann, 2009). However, while extensively con-

sidered in the analysis of innovation and regional growth, the inŕuence of proximity

is likely to go beyond knowledge spillovers, to also afect ownership and investment

decisions (Zhao and Jones-Evans, 2017; Boschma et al., 2016; Bathelt and Gluckler,

2003) and residential mobility (Büchel et al., 2020). In the light of that, the comple-

mentary (Marrocu et al., 2014) and/or substitutive (Singh, 2005) relations between

the tangible (spatial) and non-tangible dimensions of proximity documented with

respect to knowledge-spillovers, could apply to other economic processes, like that

of the őnancial capital allocation investigated in the őrst Chapter of this thesis. A

recent stream of literature refers indeed to the multiple dimensions of proximity in
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accounting for the existence of a big-city or local bias in the access to őnance, both

for equity and debt capital (Lee and Luca, 2019; Lee and Brown, 2017). This bias

contradicts the standard view of őnancial capital as mostly footloose and claims for

further research on the speciőc frictions and imperfections afecting its spatial ŕows.

Some őrst bits of evidence in this stream, to which this thesis contributes, showed

the relevance of social, organizational and technological proximity in overcoming

local-biases in risk-capital ŕows and predicting investment decisions (Hermann et

al., 2016; Berchicci et al., 2011).

II.ii Agglomeration, factors distribution and spatial frictions

The thesis extensively refers to the streams of literature that, by building on in-

ternational trade and location theories, regional and urban economics, analyses the

optimal size of cities, the mechanisms behind factors misallocation and distortions,

and the aggregate impact of the trade-of between agglomeration economies and

congestion costs. As is well known, agglomeration economies identify the phe-

nomenon that, at least from Marshall (1890, 1919) onward, has been thoroughly

studied and documented 2 as the positive externalities that originate from the spa-

tial clustering of őrms and workers (Behrens and Robert-Nicoud, 2015b). Urban

and regional economists have extensively investigated the causes for cities forma-

tion and growth, looking at either market imperfections, heterogeneous space3 or

localized externalities (Ottaviano and Thisse, 2004), id est at the interaction among

diferent kinds of increasing returns and of spatial frictions (Combes et al., 2005).

2 See Combes and Gobillon (2015) for an extensive review of the empirical evidence about ag-
glomeration economies.

3 Some examples of first-nature driven endogenous agglomeration models are Fujita and Mori
(1996) on the role of natural ports and Krugman (1993) on centrality.
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It is here important to notice that, in absence of non-convexities or of spatial fric-

tions 4 (and, if considered, of localised amenities), location would be indiferent for

agents. Spatial frictions and increasing returns are thus essential in understanding

spatial equilibria, and as such were the ones that allowed to reproduce endogenous

cities formation in general equilibrium models. This result was őrst accomplished by

New Economic Geography (NEG), a stream of literature that following the seminal

works by Krugman (1980, 1991) and through the development of general equilib-

rium models of monopolistic competition, evaluates the impact market structure and

transport costs on the distribution of economic activities. These models allowed to

explain how the exponential drop experienced by shipping costs in the last century

unleashed the potential of comparative advantages in presence of scale economies,

producing the rise in spatial inequalities observed throughout the last two centuries

(Thisse, 2009). The main agglomeration force identiőed was the so-called home-

market-efect (HME), allowing larger markets to disproportionately attract őrms

in imperfectly competitive industries. However, while able to explain cities forma-

tion and the agglomeration of economic activities, given its simplicity in terms of

internal and external geography’s representation, agents heterogeneity5 and spatial

frictions (reduced to mere overall transport costs), the NEG literature has not been

able to ofer insights in presence of multiple equilibria nor to be calibrated for em-

pirical applications (Gaspar, 2018) thus lacking context-speciőc policy implications

4 With zero transport costs and increasing returns, one large firm could potentially and profitably
serve the whole demand for a specific good, while for the spatial impossibility theorem, a
competitive equilibria involving trade could not rise in an homogeneous space with positive
transport costs. See Fujita and Thisse, 2002 for more details.

5 When accounting for heterogeneity in productivity, since higher competition in larger markets
acts as a selection channel, NEG was able to prove that the advantage of core regions/cities
could be further reinforced by the attraction of most productive agents and firms (Melitz, 2003;
Ottaviano, 2011), even if in a more sketched dimensions than its successors, bridging NEG with
Urban economics (Melitz and Redding, 2014; Fujita and Thisse, 2013).

6



(Behrens and Robert-Nicoud, 2011). The recently developed őeld of Quantitative

Spatial Economics (QSE) 6, originally proposes a group of structural models that,

even if reducible to the two oldest endogenous location ones (i.e. Helpman, 1998 and

McFadden, 1974, as shown by Behrens and Murata, 2021), extended the NEG frame-

work to solve its limited predictive power in terms of city-size and composition, as in

factors distribution and sorting. Indeed, QSE models present a number of unprece-

dented features, such as multiple spatial frictions (e.g. endogenous housing prices,

shipping and/or commuting costs), complex and rich internal and external geogra-

phies, localized amenities, heterogeneous preferences and agents. It should be noted

here that the consideration of spatial frictions beyond shipping costs is important7 as

it permits to reproduce partial agglomerative outcomes (Fajgelbaum and Gaubert,

2020) through their distinct evolution in terms of price and weight in production and

trade. Moreover, explaining and predicting cities’ size-distribution and competitive-

ness, that is the attraction of production factors (or why őrms and workers decide

to locate in a speciőc city), requires a detailed analysis and quantiőcation of urban

externalities, and of their static and dynamic efects (Desmet and Rossi-Hansberg,

2014b). QSE has also built on the work of urban economists about production and

demand side urban externalities and about the micro-foundation of agglomeration

economies (Duranton and Puga, 2004), that investigate the comparative advantage

of larger metropolitan cities with respect to smaller ones. In particular, larger cities

enjoy the so-called łurban productivity premiumž, exhibiting higher GDP per capita

than smaller ones (Behrens and Robert-Nicoud, 2015b). The explanations behind

6 Redding and Rossi-Hansberg (2017) offer an extensive review of the field.

7 Indeed, Fujita and Thisse (2013) inverted Krugman (1991)’s results through the inclusion of
commuting costs in its core-periphery model, showing that the predicted spatial equilibrium
depends heavily on the nature of the included spatial frictions.
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urban productivity (and wage) premium are in turn found in the combination of

sorting mechanisms ś most productive workers choose larger cities as they are more

capable to stand the competition and high prices for rents while being attracted by

higher wage and education premia ś and selection mechanisms ś most productive

őrms can aford high rents in order to enjoy highly productive workers, specialized

services, and learning mechanism (Venables, 2011; Eeckhout et al., 2014; Behrens et

al., 2014). Highly productive őrms and workers can there enjoy better matching for

specialized jobs demand and supply, localized learning processes, sharing of inputs

(Helsley and Strange, 2002) and of infrastructures8.

II.iii Factors misallocation

As maintained by Desmet and Rossi-Hansberg (2013), large cities are so for either

(or both) őrst and second nature advantages, i.e. having amenities, having been

highly productive or run eiciently. In the absence of one of these factors, they would

have never grown to the size they are. However, the success of large cities comes

at the social and political cost (Rodríguez-Pose, 2017) of the economic decay of

disadvantaged areas. In this context, place-based policies9 often aimed at reducing

heterogeneity across cities by targeting declining areas (Neumark and Simpson, 2015;

Kline and Moretti, 2014; Glaeser and Gottlieb, 2008). Whether these policies have

a viable rationale is however questionable. As also noted by Ottaviano and Thisse

(2004), NEG fell short of welfare analysis of the entailed spatial equilibrium, with

the exception of punctual contributions10 such as those of the ‘New new Economic

8 See Puga (2010) and Duranton and Puga (2004) for a detailed review of evidences and estimation
techniques for agglomeration mechanisms.

9 Examples of these policies include the Structural Fund in the European Union, and the state
enterprise zones programs in the United States (Neumark and Simpson, 2015; Ham et al., 2011).
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Geography’ (Ottaviano, 2011; Baldwin et al., 2003; Charlot et al., 2006). The QSE

literature on the optimal size of cities in terms of welfare and productivity, which

we have recalled above, is involved in őlling this gap. Indeed, it provides evidence

about cities being either too small or too large in terms of productive and welfare

optimum, depending on the speciőc distortions and on the determinants of the city-

size distribution in place (Desmet and Rossi-Hansberg, 2014a; Behrens and Robert-

Nicoud, 2015b; Albouy et al., 2019). As Fajgelbaum and Gaubert (2020) point out,

the external nature of agglomeration spillovers is likely to lead to ineicient spatial

outcomes, since the impacts of labour supply and demand decisions on city-level

eiciency and amenity spillovers are not fully internalized neither by the hiring-őrm

nor by the worker.

A relevant őeld of research on these issues, to which the present thesis also refers,

is represented by the burgeoning literature on factors misallocation. Factors mis-

allocation occurs whenever productive factors, such as labour, capital, and tech-

nology, are not allocated to their most productive uses, leading to lower levels of

output. This literature has focused on the efect on aggregate productivity of dif-

ferent spatial and market frictions, like restrictions in the housing markets (Hsieh

and Moretti, 2019), sector-speciőc or place-based policies and taxes (Fajgelbaum

et al., 2019; Yang et al., 2017), market segmentation and imperfections (Restuccia

and Rogerson, 2017). This body of work has shown how these frictions can afect

aggregate output, welfare, and employment (Haltiwanger et al., 2016), őrms selec-

tion into markets (Aghion et al., 2006) and the propensity and ability to invest in

radical innovation (Caggese, 2019). Diferences in allocative eiciency have been

10 Combes et al. (2005) developed a diagrammatic analytical framework to compare the findings
of NEG and urban systems approach to spatial analysis, using it to evaluate a number of policy
implications .
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held responsible by these studies, in equal measure as the diferences in technologi-

cal adoption, for the persistent disparities in productivity observed across countries

(Restuccia and Rogerson, 2017). Several theoretical and empirical reasons lead us to

expect that őrms’ allocative eiciencies also varies across regions, including subna-

tional taxation (Fajgelbaum et al., 2019), local land market regulation (Hsieh and

Moretti, 2019), and diferences in the quality of local credit markets (Lenzu and

Manaresi, 2019) and of local institutions (Lenzu and Manaresi, 2019; Misch and

Saborowski, 2020). At the regional level, the literature is still thin and represented

by few contributions, signalling the role of agglomeration economies (Fontagné and

Santoni, 2019) and of local institutions as drivers of systematic spatial disparities in

őrms’ allocative eiciency (Misch and Saborowski, 2020). However, a full apprecia-

tion and measurement of this phenomenon at a within-country level is still missing,

a lack that is attributable to the macro-economic őeld in which the topic originated.

III Research gaps and novelty

In drawing on these three streams of literature, the present thesis contributes to

them by identifying and őlling some relevant gaps. The theoretical knowledge, the

methodological advancements, and the empirical evidence that the thesis obtained in

őlling these gaps represent its main elements of novelty. A őrst gap, with respect to

the proximity literature under II.i), concerns the role of relational proximity among

multiple investors in reducing informational asymmetries and distance-related trans-

action costs. This role has been largely established by the literature on the geography

of Venture Capital investments. However, there is a lack of studies on the relational

proximity insisting between investors and target őrms. Chapter 1 is, to the best
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of the author’s knowledge, the őrst study that analyses how relational proximity

ś the inverse of the professional and ownership network distance insisting between

Venture Capital and potential target őrms - inŕuences the probability of observing

an investment deal. Since the seminal work by Sorenson and Stuart (2001), the

multiple extant studies analyzing the role of relational proximity in risk-capital in-

vestments mainly looked at the organizational and social ties among the multiple

VC őrms participating in syndicated investments, őnding it can crucially afect the

probability that VC invest in spatially (Tykvová and Schertler, 2014; Sorenson and

Stuart, 2001), institutionally (Tykvová and Schertler, 2011) or technologically dis-

tant őrms (Meuleman et al., 2017; Tykvová and Schertler, 2014; Cumming and Dai,

2010). However, the social embeddedness of the target őrms was disregarded by

the same literature, a gap that the őrst Chapter of this thesis aims at addressing.

This Chapter provides evidence of the signiőcant efect that the relational proximity

between VC and target őrms has in predicting their successful match.

With respect to the literature about agglomeration, factors distribution, and

frictions under II.ii), the thesis identiőes two research gaps related to the efect of

remote-work adoption on workers’ location choices. The őrst gap pertains to the

technical challenge of the treatment of the double-causality inherent in the rela-

tionship between residential location and remote-work arrangements. To deal with

it, Chapter 2 proposes to exploit an invertible spatial general equilibrium model,

to structurally identify workers location preferences given the changes in commut-

ing costs derived from remote-work adoption. The second gap in the analysis of

the topic concerns the lack of research on the efect of remote-work on across-cities

workers’ location decisions, with most studies focusing on within-city frameworks.

In that respect, Chapter 2 is the őrst study that analyses the efect of remote-work
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on across-cities workers distribution within a spatial general equilibrium framework.

With respect to the literature about factor misallocation under II.iii), the thesis

identiőes a gap in its being largely silent on the within-country spatial characteris-

tics of the phenomenon. To deal with it, Chapter 3 proposes a novel cross-country

analysis of regional misallocation performed at diferent degrees of territorial ag-

gregation. Indeed, Chapter 3 is the őrst study that proposes a systematic analysis

of the across-regions spatial heterogeneity that factors misallocation display within

multiple countries. In doing that, the chapter provides novel evidence on the rel-

evance, in terms of aggregate output losses, of the observed spatial disparities in

őrms’ ability to eiciently allocate human and physical capital in production.

IV Outline of the chapters

The thesis is structured in three chapters. While dealing with the same general topic,

and having multiple connections among them, the three chapters are self-contained

and can be approached in any order.

Chapter 1 aims to investigate the role that diferent forms of proximity have in

the access to Venture Capital (VC) by Innovative Startup Companies (ISC). By

combining VC with economic geography literature, it claims that, while tangible

(spatial) proximities are relevant for successful VC deals with young innovative

őrms, diferent kinds of intangible proximity between them also matter. Intangible

proximity includes industrial - the extent to which a VC has already invested in the

industry of the ISC - and relational proximity ś the inverse of the network distance

linking VCs and ISCs through the professional and ownership relations of the őrms

and their managers, advisors and investors. The hypothesis is that the relevance
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of intangible proximity could help explaining the absence of a location-mirroring

behavior of ISCs looking for risk-capital investments, which in turn concentrates in

few main locations. By referring to the population of Italian innovative startups, and

by tracing the VC investments occurred in them in the period 2012-2019, the study

reveals that tangible proximities account for this matching, showing an expected

concave relationship with it. Furthermore, it shows that functional proximity ś

spatial proximity expressed in travel times to account for the efort that agents must

put in place in order to interact ś can predict a VC-ISC match more signiőcantly

than geographic proximity ś the latter being measured as the inverse of geodetic

distance, disregarding of transport costs. Industrial proximity between the two

actors matters too, with an atypical convex pattern, and makes the role of functional

proximity less binding for the matching. The greatest correlation emerges with

respect to a relational kind of proximity, due to the closeness between partners

in organisational and social terms. Its efect grows exponentially with the level

of proximity, but relational proximity does not moderate the impact of functional

proximity on the matching. Research and policy implications are drawn accordingly.

Chapter 2 investigates the efects of the adoption of remote-work on the size

and competitiveness of US cities. Contributing to the revamp of the debate on the

topic stimulated by the Covid-19 pandemic, it őrst calibrates a Quantitative Spatial

Economic model with shipping and commuting costs on US Metropolitan Statisti-

cal Areas 2017’s data. Then it evaluates the counterfactual changes in population

distribution across US cities given remote-work adoption. Results show that, if

remote-work was to be adopted to its full potential, accordingly to each city’s share

of employment in remotely-performable occupations, larger cities would grow in

size, welfare, and productivity. This result is the sum of a number of agglomeration
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forces, linked to the initial consumption and productivity advantages, to the higher

urban frictions (and counterfactual savings) entailed in their size, and to the higher

share of workers in remote-workable occupations that larger cities tend to display.

The counterfactual spatial equilibrium is shown to entail generalised welfare gains

resulting from a reduction of őrms’ markups which, while stronger in larger cities,

also positively impacts smaller and declining cities through the pro-competitive ef-

fects of trade.

Chapter 3 investigates the spatial heterogeneity that factors misallocation reveals

in nine EU-member countries (Germany, France, Austria, Italy, Spain, Portugal,

Czech Republic, Slovenia and Poland) during the years 2011-2020. Misallocation,

meant as the degree of eiciency with which inputs are allocated across heteroge-

neously productive őrms within each sector, is increasingly regarded as one main

source, together with technological adoption, of aggregate productivity and income

diferences across countries. Nevertheless, its within-country spatial and regional

dimensions are still largely overlooked. This article aims at őlling this gap by őrstly

performing an exploratory analysis of allocative eiciencies at diferent levels of ter-

ritorial aggregation (NUTS0, NUTS1, NUTS2 and NUTS3). Secondly, it provides

evidence for the across-regions disparities in allocative eiciency to account for large

shares of aggregate misallocation for all the examined European countries (up to

28% at NUTS3 level). Finally, it investigates and őnds support for the hypothesis

that variations in local institutional quality may help explaining regional diferences

in allocative eiciencies.

Despite their being autonomous, the three chapters have some interesting points

of contact in dealing with the following transversal issues across them. In particular,

all the three chapters include a discussion on the degree of eiciency of the observed
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spatial distribution of productive factors, and, as far as Chapter 1 and Chapter 2 are

concerned, provide punctual evidence on the positive efect that a decrease in spatial

frictions may have on it. In Chapter 1, the eiciency of the spatial distribution of

risk-capital ŕows is inferred through the intensity of the observed regional equity

gaps. These are measured, as standard in the geography of őnance’s literature,

through the location quotient of VC investment deals given the spatial distribution of

potential target őrms. Once the heterogeneity in terms of the startups’ unobserved

characteristics and proőtability potential is controlled for, the distance-decay of

the probability to attract VC investments is conőrmed. However, both the spatial

proximity expressed in travel times, and the proximity in professional and investment

networks existing between VCs and target őrms, are shown to signiőcantly increase

the probability of observing risk-capital ŕows towards secondary regions, reducing

the ineiciency implied by regional equity gaps. In Chapter 2 instead, the decrease

in average commuting costs deriving from larger remote-work adoption in cities is

shown to directly produce welfare and productivity gains. While the productivity

gains only occur(through stronger selection) in larger cities gaining population, the

consequent larger-cities’ drop in markups difuses in the whole economy through

trade, allowing average utility to increase also in shrinking cities. Finally, Chapter

3, while agnostic on the speciőc role of spatial frictions, provides evidence on the

relevance of the spatial dimensions of factors allocative eiciency, őnding the latter

to vary consistently across regions and that such variation may signiőcantly reduce

aggregate productivity.
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V Main findings and policy implications

Overall, the thesis provides an across-őelds analysis of the role of distance related

costs on the spatial distribution of productive factors. It does so with the aim of

gaining a better general understanding of this relationship, searching for potential

counterweights to agglomeration-related advantages of larger cities with respect to

smaller and secondary cities. This aim is grounded on the evidence, provided by the

literature and discussed in the three chapters, that observed spatial outcomes are

not always eicient. Smaller and secondary cities tend to face productivity and pop-

ulation decays in the face of economic integration, and to struggle in attracting and

retaining productive factors. If this outcome were to be found as socially desirable in

terms of aggregate welfare and productivity, there would be no purely economic mo-

tivations for policy intervention. However, as highlighted in the reference literature

above, this is not always the case. The results obtained in the three chapters are

quite interesting and rich of policy implications. As for Chapter 1, its main result

attains the role of relational proximity, which is found to have a signiőcant positive

efect on the probability of a VC investment. The efect of relational proximity is

found to be stronger than that of spatial proximity. This result implies that policy

makers could improve őrms’ access to risk-capital in secondary regions by promot-

ing professional and investment networking. Furthermore, given the positive efect

of functional proximity, improvement in fast-transport infrastructures across-cities

could also reduce regional equity gaps. Chapter 2 őnds that, while remote-work

is often regarded as a possible way to attracting or retaining population in smaller

cities, its main efect could be that of reinforcing agglomeration in larger cities. This

results is grounded on one main mechanism: remote-work can reduce the burden
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of commuting costs, both for remote-workers and for the city-overall, making larger

cities that host the largest shares of remotely-performable occupations become more

productive. Under the model assumptions implementing remote-work produces a

number of socially desirable outcomes, being a generalised drop in average markups

that maps into economy-wide welfare gains. However, policy makers should be

aware that such outcomes would come at the cost of a shrinking in population and

in average productivity in smaller cities.

The main insight of Chapter 3 attains the relevance of across-regions diferentials

in the ability of őrms to eiciently source and allocate human and physical capital.

These disparities are found responsible for about a quarter of overall misallocation-

related output losses in the manufacturing sector, resulting in lower aggregate pro-

ductivity in all the considered EU countries. Furthermore, the study shows the

magnitude of said territorial ineiciencies to signiőcantly correlate with the qual-

ity of local institutions and precisely with the adherence of government spending

to the openness, fairness, eiciency, competition and transparency principles. As

such, it suggests that disparities in productive allocative eiciency across territories,

and the resulting aggregate productivity losses, could be reduced by improving local

government spending quality.

VI Limitations and future avenues for research

All the three chapters have been realized with the highest level of accuracy enabled

by currently available datasets and existing, though improvable, methodologies. De-

spite these eforts, the thesis sufers from some limitations, which are detailed in the

respective chapters, and here brieŕy recalled. Chapter 1 controls for one main source
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of potential endogeneity bias, linked with the unobserved heterogeneity in the qual-

ity of startup projects. It does so through the creation of a dyadic sample composed

by the sole target-őrms that obtained a VC backing and the VC funds that in-

vested in any innovative startup in the same 6 months period. However, a second

possible source of bias could be present if more capable entrepreneurs were able to

anticipate the importance of spatial and relational proximity on the probability to

access Venture Capital investments. In that case, they could deőne their location,

hiring and ownership strategies accordingly. This would render our measures of

spatial and relational proximity endogenous, being correlated both with the unob-

served quality of the entrepreneurs and the dependent variable under analysis. In

absence of a valid instrument for relational proximity, as explained in the relative

chapter, we cannot claim causality for the correlation at stake. Furthermore, as

the work is based on the Italian case-study characterized by a low-degree of devel-

opment of its equity market with respect to other European countries, the general

validity of the őndings should be veriőed through a cross-country analysis in future

research. In Chapter 2, given that the technical challenges of building an invert-

ible model with heterogeneous workers, commuting costs and multiple cities have

not been resolved yet, the adopted model treats workers as homogeneous. In doing

that, it controls for the efect that the remote-work induced average reduction in

commuting costs have on average location preferences, rather than for the speciőc

location choices of remote workers. However, it accounts for cities’ heterogenous

occupational composition from which it derives the reduction in commuting-times

resulting from city-speciőc potential remote-work adoption. Chapter 3 exploits the

so called ‘indirect’ methodology, which proceeds from a theoretical assumption to

quantify misallocation. This approach has the advantage of requiring less data, en-
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abling the analysis of misallocation across multiple countries at diferent territorial

levels. However, the drawback of this approach is the inability to identify causation

in the analysis of speciőc sources of the observed allocative ineiciencies, to which

future research could be dedicated.

While previous limitations represent important challenges to be addressed in fu-

ture research, other avenues for that can be identiőed by extending the contexts

of the thesis. As for Chapter 1, an interesting extension could apply to the result

about the strong and signiőcant role that the relational proximity existing between

risk-capital investors and target őrms has on the investment link. Exploiting the

idea of proxying relational proximity with (the inverse of) professional and own-

ership network distances, future research could explore the characteristics of such

networks, and their efect on the success of economic interactions. As far as the

Chapter 2 is concerned, the analysis on the efects of remote-work adoption on lo-

cation choices could be extended by looking at within-city location choices of both

őrms and workers. Furthermore, if new data or methodologies allowing to account

for workers heterogeneity while controlling for the inherent double causality prob-

lem were to become available, sorting mechanisms could be included, as these could

strengthen the agglomeration-reinforcing efect that the Chapter has found. Last

but not least, the novel evidence provided in Chapter 3 on the relevance of regional

misallocation for aggregate productivity could open a new stream of research on

the topic. The analysis conducted so far could be expanded through the inclusion

of the service sector, which previous studies have found to account for higher de-

grees of misallocation than the manufacturing ones. Furthermore future research

should consider the implementation of direct methodologies that allow to measure

the impact of speciőc sources of allocative ineiciencies. All of these, and possibly

19



other ones, are lines of research to which the results obtained in the thesis could

conődently be of inspiration on a őeld of research still relevant and open in many

respects.
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CHAPTER 1

Tangible and intangible proximities in the access to Venture

Capital: evidence from Italian innovative start-ups

1.1 Introduction

Financial capital markets are notably characterised by an uneven geography. Periph-

eral cities and non-central areas systematically reveal smaller ŕows of both debt and

equity capital than their core counterparts (Martin et al., 2002), and this makes the

former places relatively more afected by őnancial constraints to őrms’ innovation

than the latter (Lee and Luca, 2019; Lee and Brown, 2017; Donati and Sarno, 2015;

Lee and Drever, 2014; Cumming and Johan, 2007). The evidence of these regional

funding gaps (Martin et al., 2005) has been explained with the joint occurrence of

a łlocal bias" phenomenon, amounting to the tendency of capital investors to in-

vest the majority of their portfolio where they choose to locate (Cumming and Dai,

2010; Lee and Luca, 2019), and the clustering trend of risk-capital investors in ma-

jor őnancial cities (Florida and Mellander, 2016; Mason, 2007). In turn, among the

causes of this bias, the spatial proximity between investor and investee has received

the greatest attention. Given its role in mitigating the information asymmetries

(Petersen and Rajan, 2002) and the transaction costs entailed by their őnancial

relationship (Van Osnabrugge, 2000; Zook, 2002), spatial proximity has been estab-
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lished as determinant not only for risk-capital actors and deals, but also for bank

investment and lending relationships 11

However, Fritsch and Schilder (2006) suggested spatial proximity to be less im-

portant for VC than for other smart capital suppliers such as banks or Business

Angels.

The primacy of spatial proximity in accounting for the access of őrms to local

sources of őnancial capital has indeed recently shown some interesting speciőca-

tions, if not even contradictions. In some dedicated business surveys, for exam-

ple, VC investors started showing a certain indiference to the investee location

and an increasing engagement in deals that are apparently not local (Carlson and

Chakrabarti, 2007, Martin et al., 2005). Aligned with this is the evidence emerging

from some őnancial markets, like the VC one, in which investors appear to overcome

the boundaries of their location for targeting geographically distant őrms, providing

they can rely on networking to draw info about them (Sorenson and Stuart, 2001).

Furthermore, if spatial proximity was to be a major discriminant for investments to

occur, őrms seeking equity would locate closer to risk-capital owners and regional

equity gaps would not arise. The alleged absence of location-mirroring in VC-ISC

őnancial relationships is thus a phenomenon that requires closer scrutiny. Indeed, it

has important implications for the spanning of őnancial opportunities across places,

and for őrms’ access to őnance in areas that miss investors concentration. In looking

11 While Petersen and Rajan (2002) found evidence of a decrease in the relevance of spatial
proximity for small businesses lending in the 1973-1993 period, the subsequent literature on the
geography of bank investments and lending has found organizational distance - i.e. firms or
local banks distance to the banks headquarters - to be a strong determinant of the probability
to receive loans (Alessandrini et al., 2009, Bragoli et al., 2022) and of the innovation and risk
propensity of the investee (Alessandrini et al., 2010). This literature has also investigated the
role of other forms of proximity in bank-investments, such as social (Wang et al., 2021) and
technological (Antonietti et al., 2015) one, finding their effect to become significant when spatial
or organizational proximity increase.
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for its determinants, it is important to understand whether, and to which extent,

other forms of proximity than the geographical one can account for the matching be-

tween investors and investees. Drawing on the geography literature about proximity

(Balland et al., 2013), we try to őll this gap and claim that the presence of regional

equity biases and the absence of location-mirroring behaviors can be reconciled by

looking at a manifold proximity between investor and investee and at the relation-

ship among its diferent variants. Firstly, we argue that the role of spatial proximity

in afecting the őrms’ access to őnance is twofold but indirect, and mainly related to

the its ability to facilitate and predict other forms of intangible proximities. As such,

we show that it should be evaluated mainly through a functional (Brown and Hor-

ton, 1970) rather than a geographical kind of tangible distance between actors, the

former measure being more adequate to representing the efort that agents must put

in place in order to interact. Secondly, we maintain that the relationship between

investor and investee is also afected by an (at least) twofold intangible proximity,

accounted by: their sharing experience and familiarity with the industries in which

they operate ś industrial proximity ś and their having investment and professional

relationships, which create information and trust efects among them ś relational

proximity. Thirdly, we posit that these intangible proximities could work in allevi-

ating the binding role of tangible proximities for the őnancial relationship to take

place.

We develop and test these arguments by referring to a speciőc őnancial rela-

tionship, with respect to which they appear more salient: the relationship between

innovative start-up companies (ISCs) and Venture Capital (VC). On the one hand,

small, new (and young), innovative őrms often lack adequate levels of tangible assets

for collaterals, making debt őnance more onerous and diicult to access (Pollard,
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2003). Furthermore, ISCs tend to exhibit with respect to more mature and less inno-

vative őrms, greater informational asymmetry and higher contract incompleteness,

due to the deőciency of track records (Zook, 2002). On the other hand, the ISCs

access to őnance appears possibly more intriguing with respect to VC, representing

a speciőc category of equity investors for young őrms, which has been documented

to be a key driver of their innovation capacity (Kortum and Lerner, 2000; Peneder,

2010), their growth (Davila et al., 2003; Grilli and Murtinu, 2014; Haltiwanger et

al., 2016; Bertoni et al., 2007; Carpenter and Petersen, 2002), and their survival over

time (Bonini et al., 2019; Beck and Demirguc-Kunt, 2006). The literature about the

role of VC in őnancing newly established high-tech őrms has been growing rapidly

in the last years (Colombo et al., 2010; Giraudo et al., 2019; Caviggioli et al., 2020;

Alperovych et al., 2020; Colombelli et al., 2020), conőrming that VC are possibly

more enabling than other őnancing modes (e.g., crowdfunding and business angels)

in their promotion.

In positioning in this literature, we bring three main contributions to it. First

of all, as anticipated, we place an original focus on the manifold proximity between

VC and ISC, and look at how the tangible and intangible distances between them

afect their matching. Given the relevance that diferent kinds of proximities have

been shown to have for the innovation process, and their typical non-linearities and

complementarity efects (Boschma, 2005; Davids and Frenken, 2018 ), this is an

unfortunate gap that we aim at őlling.

Second, we extend previous research about the relational proximity between VCs

and VCs (Sorenson and Stuart, 2001) and rather consider that between VC in-

vestors and target companies. In particular, we argue that the network that the two

types of players come to determine through their ownership relationship and related
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professional appointments (on boards and on other settings) can be a leverage for

information exchange and trust building, which VC can use to reach more distant

targets.

Our third contribution rests in the domain of our empirical application. Unlike

the majority of existing studies on the role of geography (as of other proximities) in

VC investments, mainly focused on the U.S. (Florida and Mellander, 2016; Carlson

and Chakrabarti, 2007; Cumming and Dai, 2010; Sorenson and Stuart, 2001; Zook,

2002), the UK (Lee and Drever, 2014; Mason and Pierrakis, 2013; Martin et al.,

2005; Mason and Harrison, 1992; Harrison and Mason, 2002 ) and the German

(Lutz et al., 2013; Bender, 2010; Fritsch and Schilder, 2006; Martin et al., 2005)

markets, with few world (Tykvová and Schertler, 2014) and European-wide studies,

(Martin et al., 2002), the present one concentrates on the Italian ISCs and their VC

investors.

The Italian equity and Venture Capital market has been previously analysed by

a number of studies (Grilli, 2019; Vacca, 2013; Bertoni et al., 2011; Bertoni et al.,

2007). Nonetheless, to the best of our knowledge, this is the őrst study to focus on

the role of proximities in the Italian context, which we believe to deserve a speciőc

focus due to a number of motives. First, the Italian equity market is generally con-

sidered immature with respect to countries with diferent models of capitalism (Della

Sala, 2004; Vacca, 2013; OECD, 2017; De Socio, 2010; Bertoni et al., 2007), exerting

below-average degrees of attractiveness for risk-capital investments with respect to

other EU countries (Groh et al., 2010)12. This fact makes of our focal relationship a

12 The Italian financial system is actually considered a bank-based one. Nonetheless, access to
bank loans by new technology-based firms in Italy was found to be still sparse and to be quite
insensitive to demand-side factors (Colombo and Grilli, 2007), reinstating equity and personal
funds as the main tools against credit constraints for young and innovative firms in the country.
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relatively rare event to observe, and makes us also expect that the market imperfec-

tions that render the proximity between investor and investee salient, could be more

severe than elsewhere (Whited and Zhao, 2021; Midrigan and Xu, 2014). Second,

the country displays below EU-average institutional quality (Adam, 2008), increas-

ing the importance of monitoring and referrals for risk-capital deals13 imposing in

turn an higher weight on transactions costs when evaluating potential risk capital

investments. As a result, we expect non-geographical proximities, and especially

relational one (Johnson et al., 2002), to express an exceptional role.

Third, the reference to Italy allows us to exploit in the analysis an unambiguous,

legal deőnition of innovative startup companies, which the Italian government has

issued in the aftermath of its comprehensive strategy to promote private equity and

innovative business creation. Given that investing in such a legally deőned kind of

ISCs provides VC investors with őscal exemptions, this automatically restricts our

focus to the analysis of subsidized dyadic relationships.14 However, by retaining

all of these start-ups and only them, we do not run the risk to have confounding

efects of our focal arguments.15 It should be noted that, as Finaldi Russo et al.,

2016 point out, Italian innovative startup companies difer substantially from other

13 In particular the low degree of the judicial system’s efficiency and of contract-enforcement with
it are deemed to increase moral hazard and strategic behaviors of creditor firms (Schiantarelli
et al., 2020; Fabbri, 2010), hindering gross investments (Dejuan and Mora-Sanguinetti, 2019)
and credit access both at aggregate (Moro et al., 2018) and local (Giacomelli and Menon, 2016)
level.

14 Together with the provision of dedicated tax and financial incentives, the Italian Law has
actually instituted and closely monitored the ISC as a novel juridical form, subject to specific
innovativeness requirements and to the obligation of producing publicly available data yet
unexplored.

15 Available measures of innovativeness tend to exploit data that are generally unavailable for
small firms (Iorio and D’Amore, 2017; Battisti and Stoneman, 2019), or that tend to represent
sectors unequally (measures based on patents tend to favour the recognition of manufacturing
firms, while measures based on intangibles are more likely to identify firms in the service sector
(Taques et al, JIK, 2021). Measures based on RD expenditures would rely on data that are not
available for Italy, where balance sheets report RD and marketing expenditures jointly.
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Italian startups, even from those in high-tech sectors. Italian ISCs tend to focus

on early development of breakthrough innovations, and as such to locate in places

that exhibit high levels of unrelated variety (Antonietti and Gambarotto, 2020)

and of knowledge-spillovers (Ghio et al., 2016; Colombelli, 2016). These stronger

localisation constraints, combined with Venture Capital clustering, may render the

role of non-spatial dimensions of proximity with VC funds more evident.

Moreover, our work difers from extant ones in terms of its more recent time-span

(2014-2019), for its focus on the determinants of investments in innovative startups’.

The rest of the work is structure as follows. Section 1.2 positions the paper in

the extant literature and develops our arguments about the relevance of diferent

forms of proximity for the occurrence of VC investments in innovative start-ups.

Section 1.3 presents our dataset and the evidence about regional gaps in Italian VC

investments, for then illustrating model, methodology and estimation issues of the

empirical analysis. Results are discussed in Section 1.4 and Section 1.5 concludes

with a discussion of their implications.

1.2 Proximities in the relationship between Venture Capital-

ists and innovative start-ups

Similarly to other forms of őnancing, the VC market shows a quite uneven geog-

raphy, marked by their systematic gaps in outlying regions (Martin et al., 2005;

Mason, 2007; Martin et al., 2002). From a theoretical point of view, these regional

gaps can be explained by coupling the typical clustering trend of equity and lending

actors in major őnancial cities (Lee and Luca, 2019; Florida and Mellander, 2016;
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Mason, 2007) with a local bias in the geographical distribution of their portfolio

(Cumming and Dai, 2010; Zook, 2002; Lutz et al., 2013). On the one hand, the

monitoring and tutoring activities implemented by VC to address agency and in-

formation issues (Van Osnabrugge, 2000) require face-to-face interactions with the

investee. These interactions are the more costly and the less efective, the larger

their geographical distance, even in the presence of digital forms of communication

(Fritsch and Schilder, 2006; Zhao and Jones-Evans, 2017). On the other hand, the

average transaction costs that VC encounter in selecting the relevant deals decrease

with deal-size, and őrms located in smaller peripheral cities tend to be smaller and

exhibit lower őnancial returns than those in large areas (Martin et al., 2005).

The presence of regional equity gaps naturally brings to the front the importance

of a tangible kind of proximity between VC and ISC. However, in spite of its alleged

importance, recent studies have shown that, when directly interviewed about the

relevance of the investee location, VC managers surprisingly appear indiferent to

it. Indeed, a perceived spatial non-sensitivity in deals selection has emerged in

diferent VC markets, like those of Germany (Fritsch and Schilder, 2006) and the

US (Carlson and Chakrabarti, 2007). This clash between theory and evidence is

puzzling and suggests that the pure agency and transaction conceptual framework

that has been mainly used so far to interpret the phenomenon, might be in need

of further integration with regional and geographical studies (Sorenson and Stuart,

2001). In particular, we maintain that a more geographically sophisticated analysis

of the relationship between investor and investee is required, which leads us to

recognise the relevance of a manifold notion of proximity between them.
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1.2.1 Tangible proximities in VC investments

A őrst aspect that needs closer scrutiny concerns the tangible kind distance that

separates the VC fund from the investee, or its mirror equivalent in terms of tangible

proximity between them. The extant literature usually refers to this proximity in

generic terms, as a factor that facilitates both the pre-investment activities of VC

őrms ś consisting of the identiőcation and the appraisal of investment opportunities

ś and their post-investment role ś amounting to the monitoring of the identiőed

ventures and to the supply of value-added services to them (Sorenson and Stuart,

2001). Indeed, all of these are experiential tasks that involve the acquisition and

elaboration of procedural and tacit knowledge, if not even social interactions, which

become diicult to implement at a distance.

While the role of tangible proximity in spurring local investing by VC appears

quite intuitive and has been ascertained since long (Gupta and Sapienza, 1992), it is

rarely considered that its nature is twofold and encompasses two forms of proximity,

whose efect is not necessarily equivalent. On the one hand, we have the tangible,

or spatial proximity to which evolutionary economic geography and regional studies

usually refer with the inverse of the geographical distance that separates economic

actors as the length of space between them (Boschma, 2005). This is pivotal in

this stream of literature, as such a distance is retained to condition the spatial

concentration and agglomeration of agents, which permit the knowledge spillovers

that conduce innovation, on which it focuses.

On the other hand, when we look at őnancial relationships like VC investments,

the production of innovative knowledge is not the focal outcome of the interaction,

which is rather intended to contrast information asymmetries and to facilitate the
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selection, evaluation and commercial exploitation of the innovative deals. With re-

spect to this kind of interaction, łthe efort that it takes to interactž, at the basis

of what (Moodysson and Jonsson, 2007, p. 118) have deőned functional distance,

is a diferent and arguably more relevant form of (inverse) tangible proximity in

accounting for VC investments. As for its diference with respect to geographical

distance, it is evident that functional proximity additionally accounts for the ex-

istence of infrastructures and travelling times, which are arguably pivotal in the

interaction required by a VC investment, as they increase the opportunity costs of

getting info and monitoring investments. In the light of that, two equally distant

places, could be heterogeneously hard to be reached. As for the greater importance

of functional proximity or accessibility with respect to the geographical one, this

has actually been already documented by previous studies about other forms of eq-

uity investments, like business angel investments (Hermann et al., 2016), and its

extension to the analysis of VC investments can help us explaining the apparently

contradictory evidence on the spatial sensitivity in deals selection.16

1.2.2 Intangible proximities in VC investments

While VC and target őrms relate between them in the geographical space, their tan-

gible distance is not the only dimension along which they can be retained proximate.

This is the main argument that emerges from a quite thick stream of literature on

the notion of proximity itself, which recognises its manifold nature with diferent

proximity variants, depending on the speciőc approach to it (Balland et al., 2013).

16 In business surveys, questions about functional distance, usually posed to managers by using
relevant thresholds (e.g. within-two-hours travel distance) are possibly easier to be evaluated
than more general questions about geographical distance (e.g. importance of location). This
framework effect could also concur to explain the perceived irrelevance of the latter detected
by Carlson and Chakrabarti, 2007 and Fritsch and Schilder, 2006.
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In general, the main point is that, in spite of the ’over-territorialized’ analysis of their

relationships over the last two decades (Hess, 2004), economic actors are embedded

in diferent a-spatial contexts, which creates diferent forms of immaterial proximi-

ties between them. Following the seminal works by Polanyi (1944) and Granovetter

(1985), the most evident kind of embeddedness is in the social networks that agents

come to create by interacting, knowing and trusting each other, and within which

they can be more or less socially close, irrespectively from their tangible proximity.

Other forms of intangible proximity (like organisational and institutional ones) have

been identiőed in more speciőc kinds of relationships, like those occurring among

agents involved in innovation activities as such, on which evolutionary economic

geography has come to focus (Boschma, 2005).

In the kind of őnancial relationship between VC and ISC that we are investi-

gating, two intangible proximities appear more salient and requires more attention

than the one they found so far. Following an ‘interactionist’ approach to proximity

(for which see Balland et al., 2013), these can be considered: a ‘similarity’ prox-

imity, represented by the industrial closeness between VC and target őrm, and a

łbelongingž proximity, emerging along the business relationships they entertain.

Industrial proximity

An important form of proximity between VC and target őrms is determined by

the extent to which the former has already invested in the industry of the latter.

Through its prior investments in the industry of the target company, the VC fund

can in fact get more knowledge, if not even experience, of that industry and increase

the chance of success of the prospected deal. The main channels through which an

increase of this industrial proximity can make the VC-ISC match more probable are
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once more connected to both the pre-investment and post-investment phase of the

deal (Sorenson and Stuart, 2001). On the one hand, the prior experience a VC has

acquired by investing in a certain industry naturally extends the number of contacts

with entrepreneurs and third investors of that industry, and this in turn arguably

improves the exploration of new investment opportunities. On the other hand,

this industry-speciőc experience can make the VC more conődent in its capacity to

detect and interpret signs of early-stage problems and to monitor the evolution of

the prospected deal in the same industry.

An additional channel through which the VC-ISC industrial proximity can facil-

itate the matching of a new deal is represented by the synergies it creates between

the prospected and the existing backed companies in the VC portfolio. The presence

of industry-speciőc knowledge in fact spurs VC őrms to specialise in the industry

at stake, and this provides them with coordination economies in the management

of their portfolio, which could beneőt the new deal too (Norton and Tenenbaum,

1993). However, as successive literature has shown (Buchner et al., 2017; Patzelt

et al., 2009), a VC specialisation strategy isn’t necessarily superior with respect

to a diversiőcation one, which could instead ofer knowledge-sharing across funds

and higher chances of risk-reduction. In the light of this last consideration, the

efectiveness of this channel of industrial proximity is conditional on the actual di-

versiőcation strategy of the VC. Still, we expect industrial proximity to be positively

associated with the probability of observing a VC-ISC match, even if this relation-

ship could be non-monotone given the trade-of among the beneőts of specialization

and diversiőcation strategies. The consideration of the advantages that industrial

proximity ofers to the match at stake, leads us to expect that the same proximity

could inter-operate with the enabling role that we have recognised to tangible prox-
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imities in the previous section. As we said, being close to the target company can

facilitate the VC őrm in getting and exploiting knowledge that would be diicult

to access at a distance. However, the experience that VC acquire through their

industrial proximity to the ISC can somehow substitute, though imperfectly, this

local knowledge need and possibly enable them to extend the spatial reach of their

investments. For example, through the experience entailed by industrial proximity,

the VC could increase the number of knowledge sources to be used for a deal, as

well as extend and consolidate the synergies of their backed-őrms portfolio, and this

could compensate the loss of a few or a unique local knowledge source. By develop-

ing this argument, we do also expect that the industrial proximity we are referring

negatively moderates the positive efect that tangible proximities arguably have on

the match between VC and ISC.

Relational proximity

Possibly more important than the "similarity" proximity entailed by VC-investment

partners sharing the same industry, is the "belonging" proximity that descends

from their being part of common interpersonal networks, or in brief, their relational

proximity.

As we have repeatedly noticed, the VC-ISC match we are investigating mainly

depends on information transmission and knowledge exchanges among the focal ac-

tors and, as diverse streams of sociological literature have widely shown since long

(Coleman, 1994; Friedkin, 1998), interpersonal relations are the main driver and

structuring factor of information/knowledge circuits. This is particularly so in the

VC market, in which public information about investment opportunities and early

stage companies is basically missing and in which operators often miss suiciently
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large histories of performance on which to base their evaluations. In such a context,

trusted information coming from networked actors and veriőed through multiple

networked parties becomes a crucial element, and the same holds true for the per-

sonal, investment and professional relationships through which networks come to

exist. A social tie (either direct or mediated by a common link with another őrm

or individual) in fact involves expectations of social obligations (Uzzi, 1996), and is

thus considered a trust-based privileged information channel17. Access to őnance,

either as bank loans (Uzzi, 1999) or venture capital, has in fact been found to be

positively associated with both direct (Shane and Cable, 2002) and indirect referrals

through close contacts (Fried and Hisrich, 1994; Hain et al., 2016). Moreover, the

target őrm’s social capital, and its position and in the VC network can be considered

as a signal of experience and reputation (Bollazzi et al., 2019; Hsu, 2007).

Within the networks at stake, the relational proximity between partners indicates

the existence and the intensity of the relative ties, which arguably afect the VC-ISC

match. Indeed, in the extant literature, this has been postulated and empirically

ascertained by mainly looking at the inter-őrm relationships through which VC

funds come to constitute their community. More precisely, since the seminal work

by Sorenson and Stuart, 2001, this has been investigated by looking at the networks

that VC őrms form through the use of syndicated investing-facilitates18: not only do

they enable the őnancial relationship at stake, but they also decrease the space-based

constraints posed by tangible proximities.

17 The idea that social networks may facilitate economic transactions by overcoming informational
barriers is not new, and have also been applied in the trade literature to show that they can
reduce home bias in intra-(Garmendia et al., 2012) and inter-national trade decisions (Combes
et al., 2005).

18 As is well-known, this is the case of new ventures that obtain funding from syndicates of
investors, that is, from more than one VC firm.
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Drawing on this contribution, subsequent studies have found that the social em-

beddedness of Venture Capitalists, measured through heterogeneous social and orga-

nizational ties, crucially afect the unfolding and the performance of the investment

(Meuleman et al., 2017; Teten and Farmer, 2010; Milosevic, 2018) as well as the

probability that VC invest in spatially (Tykvová and Schertler, 2014; Sorenson and

Stuart, 2001), institutionally (Tykvová and Schertler, 2011) or technologically dis-

tant őrms (Meuleman et al., 2017; Tykvová and Schertler, 2014; Cumming and Dai,

2010). Quite surprisingly, only few studies instead have recently addressed the so-

cial links that could exist between VC and target companies (Nigam et al., 2020;

Hermann et al., 2016; Fuchs et al., 2021), generally őnding that they have a positive

efect on the access to őnancing. Given the role that the interpersonal relations

between the two parties of the match could have in facilitating the exchange of in-

formation about the deal, and in building up trust relationship that could increase

the chance of its success, this is an unfortunate gap that needs to be őlled and on

which we focus in our empirical application.

As we will see, we put forward an original methodology to proxy the relational

proximity between VC and ISC and empirically test if, as we do expect, this proxim-

ity facilitates their matching. Furthermore, we will also investigate if, by mimicking

what has already been found with respect to the social relations between VCs, the

relational proximity between VC and target companies is also capable to extend

the geographical coverage of their relationship. In order to do that, we will see

whether relational proximity negatively moderates the impact that tangible prox-

imities should have on the VC-ISC match.
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1.3 Empirical analysis

1.3.1 Data and descriptive evidence

Our empirical analysis refers to the population of Italian Innovative Startup Com-

panies (ISCs) and to the investments that Venture Capitalists (VC) have made in

them over the period 2012-2019. In order to identify a őrm as ISC, we refer to a

speciőc form of business that, with the policy support introduced by the Italian Law

221/2012, has been recognised with the following criteria: i) an age of less than őve

years; ii) at least one of the following requisites: 1) employing at least one-third

of workers with a doctoral diploma, or two-thirds with a master diploma, 2) being

licensee or depositor of at least one patent or other industrial property rights; 3) in-

vesting at least 15% of the value or cost of production in R&D activities. Following

this deőnition, we have collected a panel dataset, observed over the period 2012-

2019, constituted by all the 10,213 Italian ISCs that registered as such before June,

6th, 2019. With respect to this őrm population, we have merged data contained in

the Italian business registry (Registro Italiano delle Imprese) with Bureau Van Dijk

data and obtained detail information about their localization, ownership structure,

investments and other balance sheet data. Among these data, information about

all the investors of the identiőed Italian ISCs have been retrieved at the same date.

Quite interestingly, out of the 38,425 detected investors, only 37 are Venture Capital

funds: an information that we will carefully retain in the following analysis.

To identify Venture Capital funds we consider all the independent companies19

19 We focus on independent VC companies excluding agencies or banks to focus specifically on
these capital investors, for two reasons. The first is that Venture Capital represent a specific
form of financial investors that developed specifically to invest in high-risk high-potential young
and innovative firms. The second is that some studies suggested that the importance of spa-
tial proximity in VC-investments could have been overestimated in the literature (Fritsch and
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that mention venture capital investments as their primary activity. We identify 37

VCs that backed at least one ISC in the period 2012-2019. All the VCs are limited

liabilities companies. Nine of these funds are not legally based in Italy: however,

these foreign funds are responsible for only 10 out of the 160 investments. As shown

in Table 1.4, the VC funds in our sample were founded between 1 and 40 years

ago, with an average age of 9 which reŕects the relatively recent development of

the equity sector in the country. To represent their size, we report the number of

employees, of managers, of shareholders and of holdings, and the value of their total

assets, revenues and share capital. The funds in our sample have in average 8.2

managers, 3.7 employees, 31 holdings and of 25 shareholders. The VC funds exhibit

an average of 10 million EUR in total assets and 0.75 million EUR of share capital.

In the same Table 1.4, we report VC-speciőc descriptive statistics for the dyadic

sample20, for the sample with only the observed VC-ISC pairs, and for a sample in

which each Venture Capital őrm is represented in the year of the last investment.

This is done to show the dyadic sample matches well the original sample of the

observed deals in terms of VC characteristics. Also in Table 1.4 we portray the

numbers and shares of investments of Venture Capital őrms by ISC sector (at 4, 3

and 2 digits NACE code) and by ISC-location (city, province and region), showing

that VC investments are more concentrated geographically (in average, 75% of VC

deals are in the same region, 8.16% in the same province) than industrially (7.36%

Schilder, 2006; Carlson and Chakrabarti, 2007; Martin et al., 2005), and we claim that empir-
ical evidence for the Italian market supports this view. Our objective is thus to provide an
explanation for this discrepancy, at least for the specific population of Italian VC-ISC deals,
based on the role of the ‘intangible’ dimensions of proximity.

20 For the way the dyadic sample was constructed (see Section 1.3.2), one could expect larger
VCs that invested in more ISCs during the period under analysis could to appear more often in
the dyadic sample than in the original sample containing only the 160 observed VC-ISC deals.
Through Table 1.4 we show that this is not the case.
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of VC investments are in the same sector at 2 digits level). Finally, we show that

90% of Venture Capital őrms have their oices in a Metropolitan Area.

A preliminary investigation of these data reveals that ISCs are fairly distributed

across the whole Italian territory and especially present in the South, where by con-

trast VC actors (with at least one Italian deal) do not have any branch (Figure 1.1).

A modiőed version of the Location Quotient (LQ) (see the Appendix to this Chap-

ter for its construction) points to the existence of large regional equity gaps in the

Italian market of VC investments in ISCs. However, somehow unexpectedly, VC

locations do not tend to mirror that of Italian innovative startups. Regions with

higher rates of VC funds location tend to exhibit above-average shares of VC-backed

startups. Overall, this evidence adds to that from which we have started this paper,

and seems to conőrm that geographical proximity could not represent a reliable, or

at least, unique predictor of VC investments in Italian ISCs.

Figure 1.1. Distribution of Italian ISCs, of VCs and VC-backed ISCs in NUTS3 regions

48



1.3.2 Dependent variable and econometric model

The focal variable of our empirical analysis, Y , is the probability of observing a

speciőc VC-ISC investment pair, of which we aim to investigate the determinants

and the role of proximity. In order to do that, we follow an identiőcation strategy

that rules out the heterogeneity of őrms’ őnancial needs/quality and, following the

extant literature (Sorenson and Stuart, 2001; Tykvová and Schertler, 2011), focuses

on successfully őnanced őrms and corrects for the entailed selection on the dependent

variable.

The set of potential pairs is constructed by considering as bidders all VC funds

that completed an investment in an Italian ISC, and as targets any ISC that received

a VC investment during a temporal window of 8 months (id est within 120 days

before or after the original bidder’s date of investment): a time-frame consistent

with previous evidence on the time evaluation of deals (Petty and Gruber, 2011).

Given that 136 startups were backed once or multiple times by 37 diferent VC

funds, for a total of 160 actual investments, their dyadic interaction gave raise to a

sample constituted by 8480 dyads built within the above deőned time window.

As the proportion of observed pairs represents only 1.89% of the whole dyadic

population, lower than the share (i.e. 5%) retained to have a rare event bias (King

and Zeng, 2002), we test a number of corrections (see Appendix 1.5) and determine

to adopt a Firth (1993) penalized logistic model to estimate the following conditional

probability function, Y , to observe the occurrence of a speciőc VC-ISC investment

pair:

P (Y = 1|Wi,j, Xi, Xj) =
1

1 + e−(Wi,jβ+Xiγ+Xjδ)
(1.1)

49



where Wi,j refers to a set of dyadic proximity variables between j (VC) and i

(őnanced ISC), whileXj andXi contain investors speciőc and ISCs control variables,

respectively, that will be described in the following Sections.

1.3.3 Proximity variables

(i) Tangible proximity(ies)

Following the arguments we have developed in Section 1.2.1, we build up two sets

of variables of tangible proximity between VC and ISC. The őrst one, Geographical

proximity, refers to its territorial dimension and measures the inverse of the minimum

geodetic distance between the legal and operative oices of the two parties.

The second set of variables aims to capture the functional proximity between

VC and ISC. To start with, we deőne Functional proximity with the inverse of

the minimum travel time (expressed in hours) separating their respective places,

by any means of transport. Alternatively, we consider, in separated alternative

speciőcations, whether such a minimum travel time is by car, within two hours, and

within half an hour, by any means of transport.

The set of measurements of tangible proximity is completed by three mutually

exclusive dummies, which indicate if at least one among the VC and ISC oices are

located in the same city, province, or region.

In order to see whether, by mimicking their role in afecting innovation (Boschma,

2005), the efect of the tangible proximities between VC and ISC on their matching

is non-linear, we also plug in the estimates the squared terms of their respective con-

tinuous variables (Geographical proximity and Functional proximity). Indeed, this

could serve to see whether an excessive proximity could end up with circumscribing
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too much the radar of the investment opportunities available to the VC, by making

them less attractive than more distant one below a central level of closeness.

Table 1.6 in the Appendix reports the detailed deőnitions of the previous proxim-

ity variables, and the data sources and methodologies used for their calculation. Still

in the Appendix, Table 1.5 reports the descriptive statistics for the main proximity

measurements. For the dyadic sample used in the analysis, statistics distinguish

between potential and successful pairs.

Let us notice that both geographical and functional proximity exhibit higher

means for successful than potential investment pairs, supporting the claim that

spatial proximity does play a role in predicting the deals.

(ii) Intangible proximities

Consistently with the arguments of Section 1.2.2, our analysis focuses on the role of

two kinds of intangible proximities: industrial and relational.

Industrial proximity

In order to capture the industrial proximity between VC and ISC along the dimen-

sion we pointed out in Section 1.2.2, accruing to them by sharing the same industry

kind of knowledge and experience, we look at the share of previous holdings that

each VC fund reveals in the industries in which each partner ISC operates21

In particular, in order to investigate the extent to which speciőc sets of industry

knowledge are beneőcial for the deal, we build up three proxies of industrial prox-

imity, which compute the previous share for progressively őner levels of industry

21 To compute our measure of industrial proximity we count, in each VC-ISC deal’s date, the
number of holdings that each VC had in the same 2, 3, or 4-digit industry of each startup and
the proportion with respect to the total number of the VC’s holdings at that date.
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aggregation of the NAICS 2007 classiőcation: 2, 3, and 4 digits. 22.

As shown in Table 1.5 (Appendix), successful VC-ISC pairs tend to exhibit a

lower degree of industrial distance, at any industry digit, thus still conőrming the

role of this variable for VC investments.

Relational proximity

To investigate the role of the relational proximity between VC and target őrms we

make use of two indicators that refer to the network matrix of the professional and

investment links occurred between them before the VC-backing date. We build up

this matrix in three steps. In the őrst step, we identify all the shareholders, holdings,

and the name of all the advisors and managers of both the startup and the VC. In

the second step, we proceed recursively and collect the same pieces of information

for each of the őrms or individuals identiőed in the previous step. More speciőcally,

as shown in Figure 1.2, for shareholding or outward-holding őrms we identify the

references of advisors, managers, holdings and shareholders; for individuals, such

as managers, advisors and individual investors, we detect all previous and contem-

poraneous professional positions and further investments. We then proceed to the

third step, and construct a matrix that report all the undirected links among each

VC-backed ISC and each VC őrm in our sample.

Using this matrix to proxy the professional and investment relationships estab-

lished by ISC and VC őrms, we őrst measure the relational proximity between a

dyad with the inverse of the minimum number of steps needed to őnd a link be-

22 In our data, the sectoral classification is provided at 4 digits 2007 NAICS code. In the NAICS,
the fourth digit refers to a specific industry group, like 3342 - Communications Equipment
Manufacturing, the third indicates the relative sub-sector, like 334 - Computer and Electronic
Product Manufacturing, and the first two digits refer to the sector, like 31-33 - Manufacturing.
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tween its partners. Furthermore, we measure the intensity of this relationship with

the total number of links among the VC and the ISC of each dyad.

Figure 1.2. Relational network and matrix

Conőrming their expected role, both these relational proximity variables exhibit

higher means in successful investment-pairs than in potential ones, as shown in Table

1.5 (Appendix).

1.3.4 Control variables

In estimating the role of the previous proximity variables, we should of course retain

that őrms location choices could correlate both with these variables and with rele-

vant unobservables - such as łthe quality of the managerial teamž - in turn arguably

correlated with the probability that an ISC receives an investment. Furthermore,

the model could sufer from another source of endogeneity, as őrms location choices

could correlate both with tangible and intangible proximities and with relevant un-

observables. While this is not suicient to guarantee causal inference, in order to
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attenuate the potential bias entailed by these issues, we test numerous ISCs-, VCs-,

and location-speciőc controls. ISC−specific controls include: the age of the őrm,

the number and characteristics of their managers, and the actual fulőlling of each of

the innovative requirement to be consider as ISC. We also consider one-year lagged

measures of productivity related variables (production costs, costs of research and

advertising, per capita value added, value of production, patents rights, labour cost

and labour productivity) and of proőtability related ones (revenues, debt/equity

ratio, return on investments, return on equity; earnings before interest, taxes, de-

preciation and amortization).23 As for the VC−specific controls, these include size

proxies, such as the number of shareholders, managers, employees and companies in

the corporate group, along with age, location, and statistics of previous investments.

In addition to these characteristics, we also control for whether the ISC had prior

VC investments and for if the investment was realised in syndication with other

VCs in order to account for the diminished salience of distances in syndicated deals

through risk, information and costs sharing (Sorenson and Stuart, 2001)24. Finally,

we also have a set of location−specific controls, retrieved by the Eurostat database

at NUTS3 level: population, density, and őrms demography by 2-digit NACE code,

and the 2000-2018 Italian GDP growth. In order to partially control for the presence

23 Given the presence of missing values for all the above balance-sheet variables, these will only
serve to verify the robustness of the identification strategy, and will be omitted in the final
models to avoid observations losses.

24 The main focus of our contribution is to looking specifically at the relational proximity that exist
between VC-investors and target firms, rather than that between different VCs participating
in investments. For the latter has been extensively analysed in numerous previous publications
(Tykvová and Schertler, 2014; Catalini and Hui, 2018), and that only 14% of the observed
operations were concluded in syndication, we control for it through a dummy variable without
further refinements. Anyway, when syndicated investments are excluded from the sample as a
robustness check (see Section 1.5) general results in terms of significance of the coefficients hold,
but the marginal effect of the relational proximity more than doubles, while those of travel and
industrial proximity remain essentially unaltered. If anything, this confirms the relevance of
the proposed type of relational proximity.
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of speciőc industrial clusters in the area, the number of active high-growth őrms in

the province by 2-digit NACE code per year is also considered.This pairs with data

on international patent applications to the EPO oice, still by two-digit NACE code

and location (at NUTS3 level), to account for the innovative capacity of the envi-

ronment őrms operate in. Table 1.3 and 1.4 in the Appendix report the descriptive

statistics for the controls. Finally, we retain only those controls that displayed sig-

niőcant coeicients when regressed individually, namely if the investment occurred

in syndication, ISCs age, and the lagged GDP at ISC local (NUTS3) level. This

last control is important to somehow account for those agglomerative and investor

clustering mechanisms for which startups in richer and more successful cities are

more likely to attract risk capital investments.

1.4 Results

1.4.1 Baseline model: unpacking spatial proximity

Table 1.1 reports the results of diferent speciőcations of a baseline model, where

only geographical (Models 1 and 2) and functional proximities (Models 4 - 8) are

alternatively considered. Before moving to the illustration of the relative results,

let us notice that the retained controls show the expected sign. The fact that the

focal ISC has had a prior VC investment increases the probability of its matching

with a new one. Consistently with previous studies (Sorenson and Stuart, 2001),

syndication provides VC őrms with an additional set of information, which increases

the chance of a successful matching with a őnanced ISC. While we mainly observe

startup investments, with an average age at őnance of 2.8 years as shown in Table 1.3,
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the startup age is anyhow negatively correlated with the probability of observing

a match. Finally, we control for unobserved economic characteristics related to

ISCs’ location through the (1-year lagged) GDP at NUTS3 level, which exhibit the

expected positive and signiőcant sign, and through area (NUTS1 region) őxed efects

meant to control for the abiding Italian North-South development divide.

As expected, both geographical and functional proximities, in nearly all the di-

mensions we have captured it, signiőcantly increase the probability of observing a

successful VC-ISC pair25. Quite interestingly, when including the squared terms of

each of these two distances - in Model 2 and 4, respectively - the efect of spatial

proximity appears non-linear. In particular, as Fig. 1.3 (in the Appendix) reveals,

after a certain threshold, an increase in the focal proximities reduces, rather than

increases, the chance of a successful VC-ISC pair, miming a typical result in innova-

tion studies (Boschma, 2005). In this case, the result suggests that, while facilitating

the personal contact between partners, a higher spatial proximity simultaneously re-

duces the availability of viable investment opportunities and that, after a certain

threshold, the latter efect comes to dominate.

While both geographical and functional proximities appear relevant, the lower

panel of Table 1.1 shows that being located at a geodetic distance of 200km increases

the baseline probability of observing a successful VC-ISC pair by no more than

0.004%. Conversely, being located at a comparable 2hours travel distance has an

efect three times higher (up to a positive 0.6% in Model 4), and comparable to the

1.4% average marginal efect of being located within a two-hours route (Model 5).

25 The only exception is the co-location within the same province, which is not significant in Model
8. This result could depend on the low number of ISCs and VCs located in the same province
but not in the same city, given that most funds and firms locate in metropolitan areas that are
in province capitals, and that we exploit a mutually exclusive dummy.
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Table 1.1. Baseline model

Finally, the efect is appreciable also with respect to the dummy for the minimum

travel route by car (+ 1.9%) and substantially more for being located within half

an hour of travelling (+4.7)%.26

26 Being co-located in the same city or region has the strongest effects, +5.2% and +3.8% respec-
tively. However, these measures appear highly correlated with relational proximity, suggesting
that they could confound with it and cannot be considered as purely spatial.

57



In conclusion, consistently with recent evidence about the managers’ perception

of their comparative relevance, we őnd that the geodetic distance between part-

ners is not the most accurate proxy for predicting successful VC deals. Indeed, the

relational needs involved in this type of investments are the most favored by the ac-

cessibility easiness of the partners, reŕected by a functional rather than geographical

kind of proximity. However, like the relational one, also the functional proximity

between partners only helps up to a certain extent, passing which its limiting the

set of viable deal opportunities prevails.

1.4.2 Augmented model: beyond spatial proximity

Table 1.2 reports the results for the model in which the role of tangible proximity is

augmented with that of the intangible ones and with their respective interactions.

Given the natural correlation between geographical and functional proximities, and

the higher explicative role of the latter documented in the previous section, in all the

speciőcations of this augmented model we only retain a functional kind of tangible

proximity. More precisely, among the diferent proxies of this functional proximity,

we notice that the within two-hours travel dummy between partners does not appear

signiőcantly correlated with any measure of intangible proximity (see Table 1.9 in

the Appendix). Furthermore, it exhibits a high predictive power with respect to

the outcome variable and consistent marginal efects among diferent speciőcations.

On this basis, we will stick to this variable of functional proximity in all of the

speciőcations of Table 1.2.

Starting with the role of industrial proximity, Models (1) - (3) show that it signif-

icantly increases the chance of a successful VC-ISC pair, but with some important

58



speciőcations.

First of all, the variable at stake reveals signiőcantly positive only for the low

to intermediate degrees of sectoral disaggregation that we have considered: that

is, at 2 and 3 digits of the NAICS classiőcation. This interestingly suggests that

when the industry-group environment that the partners share is very speciőc ś 4

digits, like an ISC in Basic Chemical Manufacturing targeted by a VC with previous

experience of it ś the entailed learning return for the VC is possibly too narrow to

make the VC retain the deal suiciently enriching to be concluded. Conversely, at

the sector (2digits) and subsector (3 digit) level, the enabling mechanisms of the

VC-ISC matching we have envisaged in Section 1.2.2 seem to work.

As a second nuance, Fig. 1.3 shows that the efect of industrial proximity is evi-

dently non-linear and, somehow surprisingly when thinking of its efect on innovation

(Noteboom, 2000, Boschma, 2005 and Torre and Rallet, 2005), convex rather than

concave. In interpreting this result, we should bear in mind that, in the case of VC

investments, the relational disadvantages of a scarce and of an excessive alignment

of the partners’ industrial experience could be compensated by the diversiőcation

and risk-management strategies of funds (see Baldi et al., 2015). On the one hand,

deals in industries with zero or very few previous investments could be more at-

tracting in terms of risk and portfolio diversiőcation strategies; on the other hand,

deals in sectors where the fund is highly specialized could be more valuable for the

lower informational barriers they entail. In concluding the analysis of industrial

proximity, Model (7) in Table 1.2 shows that, as we argued in Section 1.2.2, its

role in driving the match between ISC and VC interoperates with that of tangible

proximity. More precisely, the interaction between industrial proximity (at 3 digits)

and the dummy for travel times below 2 hours turns out signiőcantly negative. As
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we have hypothesised, the experience entailed by industrial proximity could increase

the VC knowledge sources to the point of compensating it for the disadvantages of

targeting more geographically distant ISCs. In brief, the industrial proximity be-

tween VC and target companies is capable to extend the geographical coverage of

their relationship. The same is true for the interaction between industrial proximity

(at 3 digits) and relational proximity, which again highlights a positive degree of

substitutability among these two intangible proximity dimensions.

Coming to the role of relational proximity, the őrst indicator with which we have

tried to capture it is signiőcantly positive (Model 4). This suggests that, as expected,

the interlink between VC and ISC created by their investment and/or professional

relationships facilitates their matching. The relevance of relational proximity gets

conőrmed when its intensity is considered (Model 7) and appears a reliable result

consistently with previous studies about the role of relational networks in VC deal

selection (Catalini and Hui, 2018).

Looking at the marginal efects that relational proximity reveals at diferent steps

of network distance between pairs, two important speciőcations add to the extant

knowledge about it (lower panel of Table 1.2). First, while relevant for concluding

a VC deal, the network position of the involved actors has an impact that decays

rapidly with the number of their separating steps: being at one step distance in-

creases twofold (+109.7%) the probability of observing a successful pair, while the

marginal efect lowers at a +16.5% when the network distance is two steps. Second,

unlike that of spatial proximity, the efect of the relational one does not appear

bounded and rather shows an exponential impact on the creation of a successful

VC-ISC pair. This is an important result, conőrmed by the non-linear pattern that

we observe in Fig. 1.3 (in the Appendix). Finally, the marginal efects of having
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Table 1.2. Augmented model

one and three ties are of 3.1% and 5.6%, respectively, showing that the impact of

an additional tie between VC and ISC also increases rapidly.

In concluding the analysis of relational proximity, Model (7) in Table 1.2 reveals

that, inconsistently with our expectations, this proximity does not behave like the

industrial one in negatively moderating the role of tangible proximity. Indeed, the
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interaction between the former and the dummy for the functional distance to be

lower than 2 hours, is not signiőcant. Unlike what Sorenson and Stuart, 2001 found

with respect to the relational proximity between syndicated VC őrms, that between

VC and ISC is not capable to compensate for the disadvantages that a longer geo-

graphical distant between the two could entail. In other words, while getting closer

and trusted relationships with other VC őrms might render, according to Sorenson

and Stuart, 2001, the focal VC more spanning its investments across space, hav-

ing the same kind of relationships with potential ISC does not render less close

investments more palatable to VC őrms. While both kinds of relational proximity

facilitates the match ś as revealed by the relative dummy among the controls of

Table 1.2 ś their power of widening the geographical scope of the relationship is

instead diferent and limited to the relational proximity among VCs.

As Table 1.9 (in the Appendix) reveals, industrial and relational proximities

are signiőcantly correlated, which could diminish the reliability of their estimated

coeicients. However, the variance inŕation factor reported for each model, provides

reassurance regarding this issue. 27. Furthermore, it is possible to compare the

magnitude and signiőcance of their coeicients when simultaneously included (Model

6 and 7 in Table 1.2), which indicate that relational proximity is the one that

matters the most in determining the VC-ISC match. The same indicative result

would emerge by considering the full Model (7), in which all the proximities at

stake (functional, industrial and relational) and all their addressed interactions are

considered. In this same model, an interesting substitutive relationship would also

27 In the interests of synthesis we only report each model’s mean VIF in the bottom of tables 1.1
and 1.2. However, we controlled the Variance Inflation Factor for each regressor and model,
finding a value above 5 only for the interaction term between the travel proximity dummy and
relational proximity (VIF of 7.01) in Model 7, accounting for a model Mean VIF of 2.9.
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emerge between industrial and relational proximity. The negative coeicient of this

interaction term implies that, in the absence of industry-speciőc knowledge sharing

with the ISCs, VCs can rely on their relational proximity to acquire the necessary

information and őnalize the deal. Conversely, industrial proximity may compensate

for lower degrees of relational proximity.

1.4.3 Additional estimates and robustness checks

The results that we have obtained about the role of proximities in driving the prob-

ability of a successful VC-ISC pair appear substantially robust to two important

checks, which we also report in Appendix 1.5.

The őrst robustness check concerns the possible presence of spatial autocorrela-

tion in the phenomenon we are investigating. Indeed, this could be suggested by

the spatial inequalities in the distribution of startup őrms and VC oices we have

highlighted in Section 3.4. Excluding, in turn, ISCs and VCs located in agglomer-

ated areas, has the sole efect of increasing the magnitude of the coeicients of the

individual and interacted intangible proximity terms. This result provides further

evidence on the hypothesis that intangible proximities efectively counteract the bar-

rier of physical distance with respect to Venture Capital funds.The second robustness

check that we perform concerns the presence of idiosyncratic VC investments and

funds, as results might be afected by second and syndicated VC investments, which

the literature has shown to difer from őrst and solo ones (Berchicci et al., 2011,

Catalini and Hui, 2018, Cumming and Dai, 2010). The main results of our analysis

do not change when carrying out the previous checks (see Appendix 1.5).
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1.5 Conclusions

Being one of the possible sources of regional gaps in innovation, the geography

of őnancial investments in innovative start-ups requires high academic and policy

attention. In particular, the existing knowledge about the pervasive difusion of

local biases in VC investments is required to confront with emerging evidence about

an apparent non-sensitivity of managers to spatial proximity in selecting the deals.

An important advancement in understanding the geographical distribution of

VC investments, and to possibly account for this and possibly other clashes, can be

obtained by making the literature on (innovation) őnancing talk more with that of

economic geography: in particular, by drawing from the latter a manifold notion of

proximity, which considers its tangible and non-tangible variants, and the possible

non-linearity and interactions of their efects.

In this vein, with this chapter we have proposed an original investigation of

the role that diferent dimensions of proximity can have in predicting a successful

matching between VC funds and innovative startups seeking for őnance. This new

theoretical framework has been applied to an original investigation of the Italian VC

market: an immature kind of market, whose knowledge is still scanty and in need of

more scrutiny when compared to other countries. In contributing to őll this gap, we

have exploited a recent legal (i.e. exogenous) identiőcation of innovative start-up

companies in Italy, which has allowed us to consider their entire population. By

combining diferent sources, we have obtained a rich dataset, with which to build

up already known and novel proxies of their proximity to VC funds and to address

the role of these proximities in their successful matching.

Our results have őrst of all provided updated evidence of the existence and magni-

64



tude of regional gaps in the Italian VC market, showing that VC oices are clustered

and polarised in some portions of the territory. In investigating the determinants of

these gaps, we have őrst of all found that spatial proximity matters more in func-

tional than in geographical terms, that is, in facilitating the accessibility (by car

more by plane) of partners rather than in reducing their distance. Furthermore, the

efect is concave and points to the case of an excessive proximity for the deal to

occur, in both respects. These results convey a systematic generalisation of what

has emerged from speciőc studies reporting managers’ statements about their indif-

ference and preference for a short physical and travel distance, respectively (Fritsch

and Schilder, 2006 and Martin et al., 2005). The implications of such a result are

also particularly important. This is so both for future research on local biases in

innovation őnancing, which are encouraged to incorporate a more nuanced idea of

spatial proximity; and for policy makers, who should consider the development of

local transport infrastructures a crucial leverage to promote efective VC deals.

We have also shown that the relationship between VC and innovative start-ups in

search of őnance is helped by a varied set of intangible proximities too. Among these

proximities, relational proximity, in terms of professional and investment networks,

emerges as the strongest predictor of the VC-ISC matching. Furthermore, unlike the

other proximities, which show a non-monotonic relationship with it, the relational

one uniquely exhibits a positive exponential trend with respect to the probability

of observing a successful VC-ISC pair. Also this result generalises and integrates

previous őndings in the őnancial literature (Catalini and Hui, 2018, Hermann et

al., 2016, Sorenson and Stuart, 2001) and has important implications. On the one

hand, future research should more closely look at the role of networks in facilitating

start-ups in search of őnancing: in particular, by addressing how strategic holdings
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in őrms directly connected to VC funds could improve their access to risk capi-

tal. On the other hand, policy makers should consider that networking incentives

could complement or inform public policies aimed at addressing funding gaps and

at supporting the development of the VC market.

A last crop of interesting results concerns the speciőc contingencies under which

industrial proximity appear to help the matching between VC and ISCs, as well

as the substituting relationship we have detected between industrial and relational

proximity.

As usual, our empirical analysis is not free from limitations. Although, as we

noticed, the unobserved heterogeneity in the quality of startup projects could be

ruled out through the application of a dyadic model, other endogeneity issues could

remain. In order to address them, future research should concentrate on the iden-

tiőcation of valid instruments for making our focal regressors - both relational and

functional proximity - exogenous.A second limitation is represented by the focus of

our analysis on a country with low őnancial-development, like Italy. While suited

for the analysis of the role of proximity in mitigating regional equity gaps, such a

choice obviously hinders the external validity of the results. A follow-up application

in a cross-country framework would thus be required for the sake of generalization

of the results that we have obtained.
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Appendix

Location Quotient

Following Martin et al. (2005), in order to detect regional concentrations of VC

investments that are below or above the average, we calculate a modiőed version

of the location quotient usually applied in the literature on industrial clusters28

deőned as the ratio between: at the numerator, the share of VC-backed startups

located in the region over the total of VC-backed Italian innovative startups; at the

denominator, the share of all őrms created in the region over the total of new őrms

in the country in the same period of time (2012-2018).29

The location quotient (LQ) denotes, at both NUTS3 and NUTS2 level, an over-

concentration of investments in six of the twenty NUTS2 Italian regions, with the

region of Milan (Lombardy) exhibiting an LQ 2.5 times above one (and reaching 5.3

at NUTS2 level in its capital province). The majority of the other regions instead

exhibit an under-concentration of VC-capital investments, especially those located

in the South and in the Northeast of the country, where a large number of őrms are

located but both VC funds and VC-investments are lacking. Overall, the indicator

actually points to the existence of large regional equity gaps in the Italian market

of VC investments in ISCs.30

28 The location quotient indicates over-concentration when its value is above 1, and under-
concentration for values below 1.

29 Data for firms demography are issued by Infocamere,Labour Market Areas would have possibly
been a more suitable geographical level of analysis for this indicator, but NUTS3 regions where
the most fine-grained data on firms demography available for the same years of the ISCs’ sample.

30 As we will see, to account for such a disparity, which is likely to derive not only by VC lo-
cation and local bias, but also by the persistence of the Italian North-South development and
productivity divide, area fixed effects will be included in the model.
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Rare Events correction

Rare events, referred to also as imbalanced dataset or class imbalance in the statis-

tical and data science literature, have been receiving increasing attention in the last

two decades, especially since the resurgence of big-data.

When the proportion of ones (or successes) in a population is rare, when using

a logistic regression to investigate its determinants its probability may be severely

underestimated, and the coeicients biased towards zero. According to King and

Zeng, 2001, this is the case especially that this could in fact happen when the pro-

portion of ones over zeros is below 5%. The ‘success’ observations are the most

informative, and yet in logistic regressions they have a smaller contribution to vari-

ance. The latter is in fact an inverse function of the odds-ratio πi(1 − π), which

in rare events tend to be larger, since the estimated probability in case of success

πi approaches 0.5. To address the rarity of the event under analysis, we compare

diferent strategies among penalized estimation (Firth, 199331), MLE estimation,

and mixed-methods (King and Zeng, 2001; 2002)32, contributing to the still rela-

tively scarce existence of cross-discipline methodological comparisons including all

the above. Through model comparison we select Firth methodology on the original

sample, and maintain the methodology for the rest of the chapter, for two reasons.

31 In its seminal 1993 paper, Firth proposed a type of penalized likelihood regression which, by
imposing a ‘Jeffreys prior’ on model coefficients, such that A(β) = 1

2
logdet(I(β)), to correct for

small-sample and rare-event bias in Maximum Likelihood estimates.

32 The methodology proposed by (King and Zeng, 2001) starts from a random selection of one
‘potential’ pair for each ‘observed’ one, and progressively increase the proportion of zeros up
to when no further efficiency gains in terms of standard errors size is obtained. The process
of random selection of zeros and full sampling of ones is an endogenous stratified sampling
method that introduces a bias in the logistic model. The bias can be easily solved by weighting
the exogenous variables by the true successes proportion in the population (King and Zeng,
2001). The weighting factor take this form wi = diag[π̂i(1− π̂i)ωi], where ωi is the true success
proportion in the population.
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Firstly, as shown in Table 1.8, the Firth-penalized logistic method applied on the

full sample outperformed King and Zeng’s mixed method in terms of minimisation

of standard errors for almost all models disregarding the inclusion of controls and

main covariates. This result is in line with a number of recent dedicated publications

(Leitgob, 2020; Rainey, 2016; Bacaksiz and Koc, 2021; Puhr et al., 2017) who found

penalized logistic with Jefrey’s prior to be suitable for bias and SE minimization.

However, it must be noted that, while Firth (1993)’s penalization is preferred for

providing unbiased parameter estimates, it has been found to be biased towards zero

in prediction (Puhr et al., 2017; Elgmati et al., 2015). As such, our marginal efects

are likely to underestimated. Secondarily, given the results’ high-comparability be-

tween traditional MLE on the full sample, the Firth-Penalized ML on the full sample

and King and Zeng corrected logistic on the reduced samples, we opt to work with

for the original dataset, avoiding data manipulation, increasing the reliability and

replicability of our results.

Network distance

The network distance between each VC and each ISC is deőned as the number of

steps needed to find an undirected link between them. Undirected links, which iden-

tify łrelations that do not distinguish between senders and receivers, like alliance

partnersž (Yang et al., 2017, p. 11), were calculated in terms of inward (share-

holders) and outward-holdings of őrms, funds and of their managers and advisors.

Previous-to-the-investment professional positions of managers and advisors of all

őrms involved in the network were also added to the same symmetric matrix, and

treated equally and jointly to obtain our minimum-number-of-steps variable for all

dyads. To clarify how the matrix is constructed and exploited to measure relational
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proximity, we propose an example: imagine that an ISC has among its shareholders

an individual investor, called Mr. Smith. But Mr. Smith is also an advisor in a VC.

In this case, the ISC will have a link with Mr. Smith, who in turn will have a link

with the VC, such that the ISC and the VC will be at one step of distance in the

contiguity matrix. Relational proximity between the ISC and the VC, measured as

the inverse of network distance, will thus be equal to 1−1 = 1.

Imagine now the case in which Mr. Smith is still a shareholder of the ISC, but

instead of being an advisor in the VC őrm, he is an advisor in a company A, where a

manager of the VC used to work (or of which the VC holds some shares). In this case,

the network distance between the ISC and the VC will be equal to 2, and relational

proximity 2−1 = .5. This relational proximity measure thus borrows the basic

methods of social network analysis to represent the process of referral and word-of-

mouth that have been previously suggested to be crucial in risky-investments (Teten

and Farmer, 2010).

Additional estimates and robustness checks

The results we have obtained about the role of proximities in driving the probability

of a successful VC-ISC pair appear substantially robust to two important checks.

The őrst concerns the possible presence of spatial autocorrelation in the phenomenon

we are investigating, as suggested by the spatial inequalities in the distribution of

startup őrms and VC oices we have highlighted in Section 3.4. To check for its

actual presence and efects, we have őrst referred to the Local Market Areas (LMAs

hereinafter) of the Italian territory, identiőed by the national statistical oice (Istat)

as łsub-regional geographical areas where the bulk of the labour force lives and

works, and where establishments can őnd the largest amount of the labour force
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necessary to occupy the ofered jobsž (Istat, 2014, p.1). With respect to these

LMAs, Table 1.10 shows that a signiőcant Moran (1948)’s global index of spatial

autocorrelation is revealed only by the number of ISCs. Accordingly, the ISCs

located in those LMAs where the local Moran’s index (for the number of ISCs) was

found signiőcant at 5% level (see Figure 1.4), have been excluded from the original

sample before re-estimating the full model. The spatial auto-correlation analysis has

been repeated with respect to Italian NUTS3 regions (i.e. Italian provinces). At this

level of analysis, no variable appears signiőcantly correlated at the global level, with

the exception of the province of Milan, exhibiting signiőcant local autocorrelation

throughout the whole set of variables, and of those of Milan and Rome, revealing

the same autocorrelation for the number of ISCs. On this basis, the full model has

been re-estimated by excluding these two provinces, which are also the ones hosting

the largest number of VC funds oices and whose exclusion thus allows us to control

for outlier areas.

The model proves robust to the exclusion of ISCs located in both LMAs and

NUTS3 regions where the number of ISCs reveals signiőcantly spatially autocor-

related. In particular, when ISCs (Columns 4-5 of Table 1.10) or VCs (Column

6) located in such areas are excluded the marginal efects of both the measures of

intangible proximity, i.e. industrial (at sub-sector level) and relational, more than

double with respect to the same model estimated on the full sample (Model 7 of

Table 1.2), suggesting that outside the most advantaged areas, intangible proximity

dimensions play a stronger role.

The second robustness check that we perform concerns the presence of idiosyn-

cratic VC investments and funds, as results might be afected by second and syn-

dicated VC investments,33 which the literature has shown to difer from őrst and
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solo ones in terms of signalling efects, information asymmetries, and of strategies to

reduce the risks of investing in technologically or physically distant őrms (Berchicci

et al., 2011, Catalini and Hui, 2018, Cumming and Dai, 2010). In our period of

analysis (2014-2019), only 20 investments were done in syndication with another

VC partner (all among Italian VCs), while three foreign VCs participated in 1 joint

operation. As Table 1.10 shows, the removal of the 23 syndicated investment-pairs

from the sample does not change the results substantially.

33 As is well-know, syndication is a common practice in VC investments, denoting the joint pres-
ence of multiple investors in providing the funding needed by one company.
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Additional tables and figures

Table 1.3. ISC and location-specific control variables, descriptive statistics

85



Figure 1.3. Quadratic prediction: dependent VS proximity variables
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Figure 1.4. Spatial Autocorrelation Analysis, at LMA level.
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Table 1.4. VC-specific descriptive statistics
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Table 1.5. Proximity/distances descriptive statistics by value of the dependent variable.
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Table 1.6. Proximity variables: definitions, calculation and sources
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Table 1.7. ISCs, VC, and investments geographical distribution and location quotient.
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Model with functional proximity, without controls.

Model with functional proximities and controls.

Model with functional, industrial and relational proximities and controls.

Table 1.8. Comparison of sampling and estimation methods for rare events bias and correction.
Models have been ordered from smaller (left) to larger (right) root mean squared error (RMSE).
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Table 1.9. Pairwise correlation, dependent and proximity variables
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Figure 1.5. Spatial Autocorrelation Analysis, at NUTS3 level.
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Table 1.10. Robustness Checks: exclusion of syndicated and second investments, of spatially
autocorrelated Local Labour Markets by number of ISCs or per number of VCs (as listed in

figures Figure 1.4 and Figure 1.5), of firms located in Milan, and of foreign funds.
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CHAPTER 2

Effects of remote work on population distribution across

cities: a QSE application

2.1 Introduction

Remote work, also referred to as telecommuting, telework or work-from-home,34 has

been slowly but steadily growing in the last twenty years, both in the United States

(Wulf and Vernon, 2020; BLS, 2019) and in the European Union (Welz and Wolf,

2010; JRC, 2020) and involving, in 2017, 36 millions of US workers (BLS, 2019). The

burst of the Covid-19 pandemic, and the associated need of őrms to resort to remote

work, has made the phenomenon even more difused (Barrero et al., 2021; Bick et al.,

2021). Moreover, it stimulated a revamp of economic research on it (Kosteas et al.,

2022; Aizhan et al., 2022), and on the potential of a rural revival (Gonzalez-Leonardo

et al., 2022). There is difused evidence of outŕows from denser cities during the

pandemic years (Couture et al., 2021; Whitaker, 2021), but while most of these

ŕows were directed towards suburban areas surrounding dense cities (Ramani and

Bloom, 2021) here are exceptions of countries such as Spain or Sweden that showed

a slight increase of in-migration towards (and/or a decrease in outmigration from)

34 A standard definition for it is that of “any contractual arrangement allowing to work from home
at least occasionally while being paid for it” (BLS, 2019)
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rural areas (Rowe et al., 2023; Vogiazides and Kawalerowicz, 2023). Aside from the

direction of relocation, and more importantly, its efective threat on urban hierarchy

(which, as reported by Gonzalez-Leonardo et al., 2022, have been by far discarded

as negligible), one focal matter that is yet to be ascertained is the stickiness that

Covid-19 (and remote-work) induced ŕows will reveal in the post-pandemic years

(Glaeser, 2022; Florida et al., 2021; Bick et al., 2021; Althof et al., 2022).

The post-Covid19 stream of studies adds to more than őve decades of wide aca-

demic research, policy discussion and initiatives, from which remote-work has gener-

ally been considered as a desirable way to decrease cities’ congestion, their infrastruc-

tural burden, and their level of pollution, as well as to improve their preparedness to

disasters (Zhu and Mason, 2014; Donnelly and Proctor-Thomson, 2015). However,

this has been accompanied by inconclusive results of the research on the efects of

remote work on residential relocation choices and commuting behaviors (de Abreu

e Silva and Melo, 2018; Zhu, 2012; Choo et al., 2005; Gubins et al., 2019; Kim at

el., 2015). This is of course quite puzzling and, in the extant literature, has been

so far mainly attributed to quite standard econometric problems, like the double

causality in the relationship between teleworking and residential/commuting deci-

sions, the cross-sectional nature of available data, and the heterogeneity of telework-

ing arrangements. The studies addressing these issues through general equilibrium

models focused mainly on single monocentric-city frameworks and on the impact

of remote-work adoption on the urban structure (Behrens et al., 2021; Davis et al.,

2021; Monte et al., 2023; Davis et al., 2021). Despite some evidence of across-cities

relocation before (Choudhury et al., 2019) and during (Rowe et al., 2023; Monte

et al., 2023) Covid-19, between-cities movements of people induced by teleworking

remain largely unexplored.
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Furthermore, the pandemic and the research stream it prompted showed that

the possibility to work remotely is unevenly distributed with respect to skills and

occupations. The ability to work remotely has been established to depend on the

degree of self-monitoring, on the type of technology involved in daily tasks such as

the use of laptop rather than in-site machineries, and on the need of face-to-face

activities with clients or colleagues (JRC-Eurofound, 2020; McKinsey, 2021; Dingel

and Neiman, 2020). While its impact on inequality and on the urban structure

have recently been object of enquiry (Monte et al., 2023) the implications of such

diferential access to remote-work on have yet to be analysed in a system of cities’

framework.

This chapter tries to overcome all of these challenges by exploiting an invertible

spatial general equilibrium model on the basis of which it provides estimates of

the impact of possible telework adoption on the city’s attractiveness for őrms and

workers. To the best of this author’s knowledge, this is the őrst study to analyse

workers relocation as induced by remote-work adoption in a general equilibrium

model with multiple cities.

Exploiting the large data availability and the peculiarity of the country in terms

of low linguistic and institutional barrier to labour mobility, the model is calibrated

with respect to US data, Cities are deőned at the Metropolitan Statistical Area level

(and excluding Micropolitan Areas), identifying łcore areas containing a substantial

population nucleus, together with adjacent communities having a high degree of

economic and social integration with that corež. Each metropolitan statistical area

must have at least one urbanized area of 50,000 or more inhabitants.35. This deőni-

35 The definition of Metropolitan Statistical Areas and the standard for their delineation can be
found at https://www.census.gov/programs-surveys/metro-micro/about.html
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tion of cities at MSA level is necessary in order to collect all the data required for

the model’s quantiőcation. However, this also implies that the workers relocation

between the core of the metropolitan area and its suburbs will not be captured.

Furthermore, as the pandemic crisis is only recently being considered as resolved,

neither the persistence nor the sector-speciőcity of its efects (afected by govern-

ments temporary legislation) can yet be assumed from available data. Therefore,

the model exploits pre-pandemic data for 2017, as the most suitable year in terms

of data coverage, and infers potential future trends through counterfactual levels of

local telework adoption. In methodological terms the proposed empirical strategy,

based on a counterfactual exercise, makes use of the Quantitative Spatial Economic

model developed by Behrens et al. (2017). Given their occupational composition,

I őrst estimate each city’s potential for remote-work’s adoption through the share

of employment in teleworkable occupations (Dingel and Neiman, 2020), and infer

the average commuting costs variations per each MSA that would derive from such

adoption. Then, by exploiting Behrens et al. (2017) model and its invertibility

property, I am able to quantify the expected counterfactual changes in őrms and

workers’ distribution across cities as prompted by such levels of remote-work adop-

tion (and decreases in commuting costs). The adopted methodology has a number

of advantages in addressing the previously acknowledged challenges. Firstly, the

invertibility property is crucial to solve the double causality issue in absence of rich

panel data or of a suitable natural experiment, allowing for counterfactual exercises.

Secondly, to address the discrepancy of previous results due to the heterogeneity of

existing teleworking contracts, this study makes use of a unifying deőnition of reg-

ular remote-workers, according to which it is not required to commute to the oice

more than once per week. In particular, it overcomes the lack of available data on
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this form of remote-work by producing an upper bound estimates of the number of

potential teleworkers per each city, i.e. employed in occupations constituted by at

least 80% of activities feasible to be performed remotely.36

The results of the counterfactual exercise suggest that larger adoption of remote

work would reinforce agglomeration in larger cities. Since remote workers exhibit

lower commuting-frequency, cities with larger shares of employment in teleworkable

occupations will face larger drops in urban frictions, becoming more attractive for

őrms through savings. The model predicts that cities with larger shares of poten-

tial teleworkers will enjoy larger őrms attraction and a subsequent rise in wages in

the short term (before population adjustments). In the long-term (once workers

relocate) őrms in larger cities will experience stronger selection and lower average

markups population gains as pulled by higher wages and by consumption ameni-

ties in the form of more varieties in the consumption good at a lower local average

price. Given that larger cities tend to host greater shares of employment in remote-

workable occupations, remote work adoption adds up to other agglomeration forces

typically entailed in urban size as the well-documented productivity and wage pre-

mium (?). While welfare gains will also be enjoyed in smaller cities, enabled by the

pro-competitive efect of trade which will reduce markups in all cities, all in all, the

analysis confutes the idea, also revamped in the aftermath of Covid-19, that remote

work will beneőt smaller cities in terms of workers attraction.

The rest of the article is organised as follows. Section 2.2 reviews the relevant

existing literature, Section 2.3 presents the modeling framework (2.3.1), the counter-

36 A different category of remote work, which could be defined as partial telework, would comprise
all workers that could spend at least one full day per week working from home. However, given
the greater gap in the analysis of fully-remote work, and that 95% of occupations are found by
Dingel and Neiman (2020) to either have null or full shares of activities that could be performed
at home, this work will mainly focus on the above defined category.
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factual estimation (2.3.2), the data and the quantiőcation method (2.3.3). Section

2.4 will present and discuss the results, and Section 2.5 will conclude.

2.2 Literature review

In the aftermath of the adoption of telecommuting, total-travelled-miles should be

expected to shrink, at least in absence of residential relocation. However, the rela-

tive empirical evidence shows that the efect of remote-work on individual average

travelled miles is ambiguous, in some cases found as positive (Melo and de Abreu e

Silva, 2017; Zhu, 2012; de Vos et al., 2018; Kim at el., 2015), and in others negative,

but small (Choo et al., 2005), or not signiőcant at all (Gubins et al., 2019).

These discrepancies in ascertaining the efects of remote work are allegedly due

to some important empirical problems, of which the extant literature is afected.

The most important one is represented by an issue of double-causality, which can

be deemed to insist on the relationship between telecommuting and relocation de-

cisions (Ory and Mokhtarian, 2006; Melo and de Abreu e Silva, 2017; de Vos et al.,

2018; Muhammad et al., 2007; Choo et al., 2005; Gubins et al., 2019; Ellen and

Hempstead, 2002). While telecommuting adoption could spur a residential reloca-

tion decision, the distance between the place of residence and the workplace can in

turn inŕuence the decision to telecommute. Distinguishing the direction of causality

is thus challenging, especially given the cross-sectional and limited nature of existing

work-from-home data.

Previous studies on relocation choices have tried to solve this issue by making use

of either panel surveys or general equilibrium frameworks. Among the former kind

of studies, Choudhury et al. (2019) used a 2005-2017 yearly survey to analyse the

102



relocation of US-patent oicers across cities of diferent sizes following the adoption

of remote-working contracts. The authors found that the majority of remote work-

ers chose smaller cities (with lower living costs), except early-stage ones who chose

to relocate into larger cities. Ory and Mokhtarian (2006) exploited a 10-year retro-

spective survey to analyse the relocation decisions of teleworkers, by explicitly con-

sidering their distance from the workplace. Their main őnding is that workers who

moved after a telecommuting contract usually sought to locate closer to their oice,

whereas telecommuting decisions following a moving choice tended to be prompted

by a farther-away relocation. These results are partially consistent with those of

Nilles (1991), who found that workers living at an above-average distance from their

working place were more likely to opt for a teleworking contract. Conversely, in the

same study, the relocation choice that followed a telework arrangement is reported

to typically happen towards the suburbs. Tayyaran et al. (2003) also found some

evidence of relocation towards smaller cities or suburbs. However, this appeared

linked to speciőc household characteristics (such as the presence school-aged chil-

dren in the family), on the accessibility (transport costs) and on the availability of

outdoor recreational amenities.

The role of amenities, including endogenous consumption ones (Rappaport, 2008),

is in fact increasingly deemed as relevant in explaining residential location choices.

Consumption amenities can vary signiőcantly across neighborhoods and cities, ex-

plaining within and across-city sorting of workers (Almagro and Dominguez-Iino,

2021; Gaigné et al., 2019; Couture et al., 2019). The crucial role of amenities (Lund

and Mokhtarian, 1994), together with that of transport and telecommunication costs

(Ota, 2017), also emerges from the stream of studies which use general equilibrium

modeling frameworks. Among these studies, Lund and Mokhtarian (1994) found
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that within-city relocation depends on the position of the oice and on available

amenities. Ota (2017) suggest the positive correlation between telecommuting adop-

tion and suburbanisation (as in, the relocation towards smaller cities surrounding

core ones) to mainly depend on general obstacles to remote-work adoption. These

obstacled (such as social systems customs, technological skills and equipment, loss

of knowledge spillovers and reputational costs inŕuencing future career develop-

ment), are also found to be crucial in determining workers teleworking and reloca-

tion choices. Nevertheless, the pandemic outbreak, by imposing a sudden and large

increase in telework adoption on a worldwide scale, is have signiőcantly reduced

them (Barrero et al., 2021; Davis et al., 2021).

Another relevant issue in the extant literature is represented by the heterogene-

ity of teleworkability across diferent types of workers. Both stylized facts and

systematic data on the topic reveal that in the pre-pandemic period, telecommuters

appeared to concentrate in the last quartile of skills, salaries and city sizes distri-

butions. This unevenness was conőrmed during Covid-19 times (JRC-Eurofound,

2020; McKinsey, 2021), and linked to the diferent degree of physical interactions

and of autonomy entailed in the job, and to the diferent technologies used in daily

tasks. The pattern at stake was also found by Dingel and Neiman (2020), who

classiőed the feasibility of working from home for all the 1000 U.S. occupations in

the O*NET database (by exploiting two surveys in the 24.2 release of the same

database); and by Mongey et al. (2021), using a variant of the same methodology.

Both these works found that teleworkability is highly correlated with income and

skill levels. Despite the relevance of this evidence, skill-heterogeneity is hardly re-

tained in the analysis of relocation patterns induced by teleworking. Among the few

studies that do so, Ellen and Hempstead (2002) investigated the over-concentration
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of telecommuters in larger and more densely populated urban area, and found that

telecommuters are more likely to live in urban areas than other white-collar work-

ers. While insightful, the study is based on cross-sectional data and thus unable

to claim for causality. In another recent article, Behrens et al. (2021) developed a

model on the efects of telework on within-cities welfare and productivity changes,

accounting for the access to remote jobs of skilled and unskilled workers. Their

results suggest that allowing for a positive share of teleworkers is consistent with

proőt maximization at the őrm-level; and that the relationship between teleworking

and aggregate productivity exhibits a bell-shaped curve. However, as it is based on

a single city model, their spatial framework does not allow them to analyse how the

size and composition of cities will be afected by telecommuting. Similarly, Monte

et al. (2023) investigate the efects on productivity, inequality and urban structure

through a monocentric general equilbrium model accounting for diferences in WFH

productivity across occupations and skill level. However, as they aggregate US data

as if these all pertained to one unique city, and thus cannot provide any city-speciőc

insight.

A last relevant issue emerging from the literature on the topic, still possibly

accounting for the above recalled discrepancies, is represented by the heterogeneity of

remote-work arrangements in place (de Vos et al., 2018; Stiles and Smart, 2020; Melo

and de Abreu e Silva, 2017). While this is also a relevant issue, the extent to which

it has been address is very limited. To the best of this author’s knowledge, this has

occurred only in the study by Asgari and Jin (2015), who provided a framework to

transpose telecommuting behaviors on a daily-frequency level, distinguishing home

based workers from the variety of arrangements with above zero weekly hours of

work-at-home 37.

105



In the model quantiőcation of the present article, this complexity is reduced

by deőning as (potential) remote-workers those employed in occupations with at

least 80% of activities that can be performed at home. This deőnition is quite

comprehensive of diferent types of remote workers, since 95% of all occupations at

6-digits codes are found by Dingel and Neiman (2020) to either have null or full

shares of activities that could be performed at home.

2.3 Methodology

The research question of this work is addressed through the quantiőcation of a Quan-

titative Spatial Economic model (QSE). The term QSE refers to a group of recently

developed structural general equilibrium models that, by featuring multiple spa-

tial frictions, localized amenities, and heterogeneous agents while being suiciently

tractable to perform realistic counterfactual exercises (Redding and Rossi-Hansberg,

2017), allow to quantify the efect of speciőc policies on the endogenous location of

őrms and workers and on the welfare and productivity entailed in it.

More precisely, this work draws on and extends the model of this kind developed

by Behrens et al. (2017), which was originally developed to quantify the impact

of a decrease of urban and trade frictions on the city-size distribution, the size

of individual cities, and their contribution to productivity and competition across

and within cities. Behrens et al. (2017)’s main results can be summarised as that, if

commuting costs were to shrink, larger cities would gain population to the detriment

37 The latter are divided into non-regular telecommuters also defined as potential remote-workers,
and regular telecommuters, in turn distinguished in terms of potential daily work-related trips
into primary (no work-related trips when at home) and ancillary (work-related trips may occur
when at home).
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of smaller ones. Conversely, the horizontal suppression of trade costs would yield

the opposite result, beneőting smaller cities. Since telecommuting can be modeled

through a reduction of commuting costs, I expect larger remote-work adoption in

cities to have similar qualitative efects to those obtained by Behrens et al. (2017).

Being the őrst model that retains pro-competitive efects across-cities enabled

by heterogeneously productive őrms and trade accounting for commuting costs,

and in which production-, consumption- and natural-amenities all participate to

the locational choices of population, Behrens et al. (2017)’s model is well-suited to

the research question of this paper. However, it has some limitations too. First,

it assumes identical workers for the sake of tractability, and as a result, it omits

any considerations related to sorting and matching. Second, their counterfactual

exercise estimates the efect of an equal total suppression of commuting and trade

costs across all US cities, and is thus not suitable to detect the efects of diferential

remote-work adoption potential of cities linked to their speciőc skill-composition.

These are crucial aspects to retain for the research question at stake, which the

new model quantiőcation, as presented in the next sub-sections, will try to address.

2.3.1 The benchmark QSE model

This section, in conjunction with the Appendix in this chapter, aims to provide a

summary and some intuitions on the functioning of the benchmark model of this

work, as developed by Behrens et al. (2017). The model is based on a multiple

monocentric-city structure, with endogenous workers’ location choices, productiv-

ity, and markups. Firms are heterogeneous in productivity, expressed in terms of

their marginal labour requirement mr(i) ≥ 0. This is drawn from a city-speciőc

continuously diferentiable distribution, Gr, and discovered only after making an
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irreversible entry decision in the city. After having incurred in a őxed entry cost

F (expressed in units of labour paid at the market wage, taken as given), őrms are

selected: they will then produce a variety i of the diferentiated good using only

labour, provided they can charge prices equal or above their marginal costs in at

least one city.

The urban structure is characterised by multiple monocentric cities, whose size

is solely determined by the number of workers in city r (Lr): the radius x̄ of the

circular city r, is thus assumed to be equal to x̄r =
√
Lr/π. Land is used only for

housing, while őrms are assumed to be located in a dimensionless central business

district (CBD). Workers and őrms face urban and trade frictions. Urban frictions are

represented by iceberg-type commuting costs, negatively afecting the individual city

net-(of commuting times) labour supply sr (sr = hr = h̄re
−θrxr, where h̄ represents

the sum of the city-speciőc average weekly working hours hr plus commuting times)

and the aggregate net-labour supply Sr proportionally to the size of the city Lr, and

to the parameter θr > 0 for commuting technology, such that:

Sr =

∫ x̄r

0

2πxrsr(xr)dxr =
2πh̄r
π2

[
1−

(
1 + θr

√
Lr/π

)
e−θr

√
Lr/π

]
(2.1)

It follows from Eq.2.1 that if all cities are endowed with equal commuting technology

(i.e. quality of transport infrastructures) θr > 0, commuting times would only

depend (positively) on the number of workers in each city (Lr).

Since workers are identical, wages net of commuting costs should be equal in every

location within each-city. With such condition, one can obtain the equilibrium land

rent Rr. Given distributed land and őrms ownership, the per-capita expenditure is

thus the sum of equilibrium net wages, the individual share of aggregate land rents
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(ALR) and of őrms’ proőts.

Market equilibrium in the urban system

By assuming a Pareto distribution for őrms’ productivity draws, the model can be

solved in its equilibrium conditions. In a multiple-cities setting, these equilibrium

conditions are i) labour market clearing (Eq.2.25 in the Appendix), ii) trade balance

(i.e. the total value of exports must equate the total value of imports per each city, as

in Eq.2.26 in the Appendix) and iii) zero expected proőts (Eq.2.27, in the Appendix).

The outcome of the previous conditions can be combined to obtain two equilibrium

relationships (Eq.2.2 and Eq.2.3), which depend entirely on the internal productivity

cut-of (md
r)

38, and two unknowns: the city-speciőc technological frontier µmax
r and

the equilibrium wages ŵr).

hr
(md

r)
k+1

=
∑

s

Ssτrr

(
τrrŵr

τsrŵs

)k
1

µmax
s

(2.2)

µmax
r =

∑

s

Lsτrs

(
τssŵs

τrsŵk

md
s

)k+1

(2.3)

The previous two equation represent an important aspect of this model, as they

constitutes its invertibility: once informed with data about distances, estimated

trade elasticity, and labour supply (through data on average hours worked and

commuting times), the model can be fully solved and allows to quantify the efect

of an exogenous change in one variable. Given the research question at hand, the

38 The internal productivity cut-off, md
r
, represents the maximum marginal labour requirement

for a firm to sell a positive quantity of product at least in the domestic (d) market. This is
expected to be higher than external cutoffs mrs required to export from city r to any city s,
with the sole exception of cases in which the product of local wages per transport cost is higher
than that of external wages per export costs (wrtrr ≥ wstsr).
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variable to modify is the city’s average commuting-time, afecting individual labour

supply sr.

Spatial Equilibrium

The static equilibrium of the model is initially solved by assuming population as

őxed. Once this has been done, workers are allowed to endogenously relocate follow-

ing their preferences. To do so, city-speciőc amenities (Ar) and taste heterogeneity

(ξlr) are introduced. In particular, individual ()idiosyncratic taste diferences for

residential location (ξlr), are assumed to be independent and identically distributed

across individuals and cities, according to a double distribution with zero mean and

variance π2β2/σ. The location choice of individuals is assumed to depend on a linear

random utility à la McFadden (1974): a linear function of the utility (Eq. 2.10 in

the Appendix and Eq. 2.5), of observed amenities, Ao
r, (like climate, topography,

and water area), and of unobservable ones (Au
r ), and the error term ξlr representing

individual taste heterogeneity:

V l
r = Ur + Ar + ξlr (2.4)

The indirect utility Ur can be shown to be, in equilibrium, directly proportional

to the hours worked, hr, and inversely to the internal cutof md
r and to local trade

costs (trr),as of inversely proportional to the weighted (per expenditure shares) city-
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average markup Λr (Λr =
k3τrrmd

r

αhr
)39:

Ur =
α

τrr

hr
md

r

[
1

(k + 1)(k1 + k2)
− 1

]
=
k3

Λr

hr
md

r

[
1

(k + 1)(k1 + k2)
− 1

]
(2.5)

The spatial equilibrium of the model will thus be deőned by matching the choice

probability of workers deőned by the across-city utility distribution, and the city’s

share of the economy’s total population. In so doing, it can be obtained the unique

city size distribution that satisőes the following equation:

Pr(V
l
r > max

s ̸=r
V l
s ) =

exp((Ur + Ar)/β)∑K
s=1 exp((Us + As)/β)

=
Lr∑K
s=1 Ls

(2.6)

This can be solved by imposing, without loss of generality40, a standardiza-

tion of the utility (exp(Dr = (Ur + Ar)/β)) taking as numeraire city 1, such that

exp(Dr=1) = 1 ⇒ Dr=1 = 0, which implies exp(Dr)
exp(D1)

= exp(Dr) =
Lr

L1

, ∀ r, such that

Dr is uniquely determined by Dr = ln(Lr/L1), ∀ r.

Finally, for D̂r = (Ur+A
o
r+A

u
r )/β, the location choice parameters, identifying the

role of consumption (α1), natural α2 and unobserved amenities ϵr, can be derived

39 Both Ur and Λr are a function of k1, k2 and k3, representing constants that solely depend
on the productivity’s Pareto distribution shape parameter k. The shape parameter has been
chosen accordingly to the original model by Behrens et al. (2017), and set to 6.4. However,
when testing different values of k (such as k=1.2, or k=2 as in Del Gatto et al., 2006), the
results of the counterfactual estimation are both qualitatively and quantitatively comparable.
This is consistent with Combes et al. (2012)’s findings on the indifference of comparative static
results with respect to the choice of productivity distribution parametrization.
Finally, the k1, k2 and k3 constants are obtained as the unique solutions of the integration of
the main model equations written as to exploit the Lambert function transformation properties,
as shown in Behrens et al., 2017.

40 Given that the model deals with relative location choices, this assumption has no impact on
the results.
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through the following OLS estimation:

D̂r = α0 + α1Ûr + α2A
o
r + ϵr (2.7)

2.3.2 Counterfactual estimation

Using the previous model, the efects of an higher teleworking adoption on the

observed spatial equilibrium can be calculated by resorting to a counterfactual esti-

mation. The main aim of this study is indeed to predict how the adoption of remote-

work to its full potential, determined by the pre-pandemic occupational structure of

cities, will afect city-sizes. In particular, the focus will be on the potential workers

relocation across MSAs of diferent sizes, trying to understand if smaller ones will

beneőt from such arrangements.

To evaluate the efects of a potential full adoption of remote-work, the total net

labour supply must őrst be allowed to change. This change will be proportional

to the local share of potential remote-workers (shFHW ) multiplied per the baseline

average hours worked in the city:

h̃r = s̃r = hr(1− shFHW ) + h̄shFHW (2.8)

In such a way, the city-speciőc counterfactual individual labour supply s̃r will be

determined as the average between the city’s gross hours worked (hr + commuting

times) for workers in teleworkable occupations and the net-of commuting hours

worked by non-remote workers (hr), weighted by their relative share.41

41 It should be noted that increasing net-working hours and changing the commuting technology
parameter θr are indifferent in this setting, as one implies the other. Indeed, a lower hr will
map into a lower θr. Modifying working hours can thus be chosen for the sake of notation
simplicity.
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In the őrst step of the counterfactual exercise, the new spatial equilibrium is őrst

estimated ‘before’ locational adjustment (short term). The higher labour supply in

cities will allow the productivity cutofs to increase, and more őrms to enter the city

NE0
r and survive (NC1

r ). This will make possible to produce a greater number of

varieties in each city with any positive share of FHW workers. The two equilibrium

equation (Eq.2.2 and Eq.2.3) obtained in the previous sub-section, must then be

solved for the new wages w̃0
r and cutofs m̃d0

r , as a function of the baseline city

size Lr and of the counterfactual average hours worked h̃r. The location choice

parameters obtained in the baseline utility estimation of Eq. 47 (α0 = −1.330921,

α1 = .021724, α2 = .0821857 and ηr, referring to the constant term, the coeicient

of the indirect utility representing consumption amenities, the coeicient of natural

amenities, and the predicted error representing taste heterogeneity, respectively), are

held as constant. The counterfactual short-term equilibrium wages w̃0
r and cutofs

m̃d0
r will yield new utility levels Ũ0

r (see Eq.2.10) and markups Λ0
r.

Allowing the population distribution to adjust to the updated utility distribution

( exp(Ũ1
r )∑K

s=1
exp(Ũ1

s

) as afected by the short-term counterfactual number of őrms (as in,

varieties) ÑE0
r , and the short-term wages w̃0

r , will yield a new spatial equilibrium,

in turn yielding new wages w̃1
r and cutofs m̃d1

r . Iterating this procedure until the

convergence of the population distribution, allows to obtain the ‘long-term’ coun-

terfactual equilibrium results that will be discussed, together with the short term

ones, in Section 2.4.
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2.3.3 Data and model quantification

The model is quantiőed at the level of US Metropolitan Statistical Areas (MSA),42,

by exploiting the same data sources of the original Behrens et al. (2017)’s model to

ensure results comparability. However, in order to have the most updated results as

possible, the baseline model is quantiőed on 2017 data.43

As far as data sources are concerned, data on average commuting times and total

hours worked by MSA are drawn from American Community Survey 1-year data.44

Data on average hours worked comes from the Bureau of Labour Statistics (BLS).

BLS data for 2017 are also exploited to obtain aggregate employment data at MSA

level45 in two variants: for all sectors and all occupations (Lr), and in teleworkable 6-

digit SOC (Standard Occupational Classiőcation) occupation in all sectors (LrFWH
).

The latter variable, representing the city-speciőc baseline total employment in tele-

workable occupations, exploit Dingel and Neiman (2020) measure of teleworkability,

42 Micropolitan Areas are excluded for both lower data availability and substantial differences
in economic characteristics. Furthermore, the MSAs located in non-contiguous states (Alaska,
Puertorico and Hawaii) have been excluded. The resulting sample is made up of 373 out of 389
MSAs.

43 The 2017 baseline is preferred to the more recent 2019 available data, for a matter of data
consistency, since in that year all estimates issued by the US Bureau of Labour Statistic and
by the American Community Survey use the same definition of Metropolitan Areas, i.e. that
of the O.M.B. bulletin of July 2015.

44 These survey is conducted by exploiting the definition of CBSA areas and boundaries at De-
cember, 1st, 2009, for the years 2010, 2011, and 2012, the February 2013 definition for the
years 2013, 2014, and 2015, the 2015 July 15th definition for 2016 and 2017 estimates, the 2017
August 15th definition for the year 2018, and the September 14th 2018 for the 2019 estimates.
The 2015 definition is used for the baseline estimates in 2017.

45 For the sake of comparability with Behrens et al. (2017)’s results, city-population, i.e. the
number of workers, is expressed in hundreds of thousands of people. This is necessary in order
to obtain comparable values of µmax

r
ranging [0;200] as those declared in Behrens et al. (2017),

since all the right-hand side factors of Eq.2.27 are around the unity, so that population Lr is the
variable defining the magnitude of µmax

r
. This transformation is also consistent with Behrens

et al. (2017) declared value of θr [0;1], which again would otherwise range [1e−06; 1e−05] if
population was measured in person units. One must thus conclude that, while not explicitly
declared, the original model was quantified with population expressed in hundreds of thousands.
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and is obtained by counting as teleworkable those occupation whose activity can

be done remotely for a minimum of a 80% of working hours. This measure thus

considers as fully remote those jobs that allow to commute to the workplace for 1

out of 5 days per average week.

Trade frictions across (τrs = drs) and within-MSAs (τrr) are quantiőed by es-

timating the distance elasticity γ through a log-linear stochastic gravity equation.

In this equation, the bilateral trade ŕows across US states ln(Xrs) (from the 2017

Commodity ŕow Survey dataset) are regressed with respect to distance (weighted

by the shape parameter k), a zero-ŕow dummy (I0rs), origin and destination őxed

efects (χ1
r and χ2

s), and a constant ι. For k = 6.4, this procedure produces a value

of the distance elasticity of trade γ = .024338.

lnXrs = ι− kγln(drs) + I0rs +
1
r +

2
s + ϵrs (2.9)

The total cost of employees is based on the ‘compensation of employees’ variable

provided by the US Bureau of Economic Analysis. In turn, this is constituted by

the sum of ‘wages and salaries’, ‘employer contributions for employee pension and

insurance funds’ and of ‘employer contributions for government social insurance’.

However, these are used as initial guesses for the equilibrium wages. The latter are

found to difer only marginally from the observed wages.

Finally, data on natural amenities are obtained from the US Department of Agri-

culture (available at county level and aggregated by MSA), while data on bilateral

trade ŕows at state level are obtained from the US Census Commodity Flow Survey

(CFS).

Table 2.1 in the Appendix reports the main baseline descriptive statistics, to-
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gether with the main estimated long-term counterfactual changes.

2.4 Results

Figures 2.1, 2.2 and 2.3 report in diferent scatterplots the data about: along the

vertical axis, the long-term counterfactual percentage change in population; along

the horizontal axis, the initial city-population (log of the ratio between initial pop-

ulation and its mean), and the share of workers in potentially fully remote-workable

occupations (FHW). The relationship between the initial and counterfactual city-

size is clearly positive, meaning that cities with larger shares of initial population

(Fig. 2.1) and of potential remote-workers (Fig. 2.2), would attract more workers

at the expenses of smaller cities, through larger utility gains (Fig. 2.3). Given the

strong correlation existing between the initial city sizes and the share of potential

FHW workers (0.4946, pValue=0.000), the two őgures (2.2) and 2.2) are almost

overlapping. However, this correlation is large enough to make the slope of their

linear correlation with population changes to be similar, but small enough to moti-

vate the investigation of city-speciőc commuting costs changes such as the ones here

presented.

The relationship between population (or utility) changes and initial city-size

(or initial share of employment in remote-workable occupations), as shown by the

quadratic őt in Figures 2.1-2.3, indicating that agglomerative efects are at play, and

that the largest cities attract workers disproportionately to their size.

This is a pretty important general result, whose explaining mechanisms can be

disentangled using the framework of the proposed QSE model. However, it must

pointed out that the computed changes in city-size do not give rise to a change in
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the rank-size rule, as shown in Fig. 2.4.

A number of mechanisms concur to determine the ascertained ‘fortune’ of larger

cities, with diferences between the short and the long run.

Figure 2.1. Scatterplot, linear and
quadratic prediction of counterfactual

population change in MSAs, with respect to
initial population.

Figure 2.2. Scatterplot, linear and
quadratic prediction of counterfactual

population change in MSAs, with respect to
the initial share of employment in fully

remote-workable occupations.

Figure 2.3. Scatterplot, linear and
quadratic prediction of counterfactual utility

change in MSAs, with respect to initial
employment share in fully remote-workable

occupations.

Figure 2.4. Rank-size rule comparison.

Since workers under remote-work contracts need to commute less frequently, all
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cities with positive shares of telecommuters are expected to face savings in average

commuting times. In the short run, when population does not adjust its location

in response to the consequences of the increased remote-work allowance, őrms will

face a larger net supply of labour at the same average cost per worker46. These

savings will allow for a higher internal productivity cut-of, and thus for more őrms

to be selected in each market, increasing the number of produced varieties at the

local price. The latter will translate on the consumption side into large utility-

gains through larger consumption amenities. The higher number of őrms in the city

will also produce higher wages. Larger cities, while usually endowed with a better

commuting technology θr, also tend to face higher average commuting times, as these

are a function of total population (see Table 2.1). In the light of that, all else being

equal, larger cities would face larger increases of net labour supply than their smaller

counterparts. The same is true for cities with larger shares of employment in remote-

workable occupations: however, as mentioned above, the two features (size and share

of potential remote-workers) tend to coincide, reinforcing the mechanism. In the long

run, when population is allowed to move, the őrms’ advantages linked to a higher net

labour supply (allowing larger productivity cutof) will be ofset, since the workers

inŕows in larger cities (attracted by the higher increases in wages and consumption

amenities) will increase competition, decreasing markups. In particular, cities that

had a larger share of potential teleworkers and largest commuting costs (as it usually

happens in large cities), will see the largest increases in size and average productivity.

46 Given the model structure, the reduction in average commuting times maps into a larger net
labour supply enjoyed by firms. While this might seem an overly simplifying assumption, it
may is useful to retain the savings that firms with large shares of remote workers can obtain
by cutting office space and utilities. Moreover, since the commuting time savings for workers
are not directly represented in the model, the average estimated city-size change (∆L = 0.1%,
with a maximum of +7.2%) should be considered as a conservative lower bound.
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On the contrary, cities losing population (in general, smaller cities, but also MSAs

with low shares of employment in remote-workable occupations) will also face a drop

in the number of őrms and, consequently, in average productivity.

Still in the long run, utility will rise everywhere with respect to the baseline

equilibrium (as shown in Figure 2.3), due to the general decrease in markups, that,

while originated by the tougher selection in the cities gaining population, will afect

also smaller cities through the pro-competitive efect of trade. Indeed, as it can be

observed in Figure 2.5, the change in markups is negative also in those MSA that

loose population.

In the Appendix to this chapter in Table 2.1 are reported, for each MSA, the initial

values (based on 2017 data) and the counterfactual long-term equilibrium changes

of the city-size ranking, the total employment, the average weekly commuting hours,

the estimated commuting technology parameter and the estimated average markup.

Always in Table 2.1, I also report the long-term counterfactual changes in utility,

and the baseline values of the GDP, the number of őrms, the share of workers in

remote-workable occupations and the estimated value of natural and unobserved

amenities. There it can be observed how utility (and markups) changes are positive

(negative) everywhere, even in cities losing population. It can also be noted that

most large cities exhibit above average commuting hours, below average commut-

ing technology parameter (where a lower parameter indicates a better technology),

above average shares of potential FHW employment. Moreover, it is interesting

to notice how, as previously mentioned, city-size and the share of potential FHW

employment are highly correlated but not always consistent, determining, together

with other model parameters, the city-speciőcity of remote-work adoption efects on

the city’s attractiveness. For example the Riverside-San Bernardino-Ontario MSA
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of California, was the 17th largest MSA in the U.S. in 2017. Notwithstanding its

initial size and the large estimated values of its natural and unobserved amenities47,

full potential remote-work adoption would make the city loose one size-rank posi-

tion and 0.6% of its total employment in the long run, due to its below-average

share of FHW (25.25%). This relationship of course is not as straightforward, as

the city’s attractiveness depends also on the availability and price of external vari-

eties depending on the trade costs and accessibility of the city. Some smaller MSA

such as Midland, Texas, ranked 205 by employment size and below average share of

potential FHW employment and with quite low natural and unobserved amenities,

would still see its population increase by 0.4% and gain 3 rank positions in the af-

ter math of remote-work adoption. Altogether these results, while generalizable to

some extent, may help explaining the lack of agreement in previous studies on the

efects of remote-work on relocation patterns. By predicting the complex efect that

the increase in remote-work adoption could have on cities competitiveness, it can

help policy makers to make informed decisions and to be prepared for the expected

changes.

In concluding the presentation of the results, it should be noted that these are

comparable to those of Behrens et al. (2017) in terms of general predictions, par-

ticularly with respect to the generalised advantages of larger cities or the negligible

changes in the size distribution of cities. However, many of the cities that would

display population gains in response to an horizontal cut in commuting costs as

portrayed in Behrens et al. (2017), are now shown to loose population in the face

47 The unobserved amenities parameter, estimated through the error of equation , accounts for
all unobserved city-characteristics (and for the aggregation of heterogeneous individual prefer-
ences), including cultural amenities. This class of amenities has been found by the literature
to be correlated with city-size, and is deemed to have an impact on cities competitiveness and
on the attraction of skilled workers (Falck et al., 2018).
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Figure 2.5. Counterfactual changes in population and markups, and share of employment in
fully remote-workable occupations.
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of a telecommuting-dependent urban frictions shrinkage. This result may be due

to a lower exposure to remote-workable occupations notwithstanding a larger initial

city-size. Furthermore, the results in terms of the efects of remote-work adoption

in terms of population growth mainly beneőting larger cities are consistent with

the statistical evidence collected by Aizhan et al. (2022), obtained by analysing

house-price changes in OECD countries following the Covid-19 pandemic outbreak.

2.5 Conclusions

Inspired by the revamp of the debate about remote work in the aftermath of Covid-

19, this study has aimed to provide a quantiőcation of the efects that city-speciőc

potential levels of remote-work adoption could have on workers distribution, welfare

and productivity. Indeed, while the literature on the topic is abundant, the reliability

of its results is challenged by a set of empirical problems that this article has tried

to overcome. To do that, this work has provided a new counterfactual estimate of

the QSE model proposed by Behrens et al. (2017), in order to evaluate the efect of

city-speciőc changes in commuting cost that realistic levels of remote-work adoption

could originate.

The main result of this model, and of the counterfactual exercise it enables, con-

tradicts the general idea, on which the post-pandemic debate has returned to focus,

that remote work represents a possible strategy to attract population in smaller cities

(deőned at the metropolitan area level). Indeed, the obtained empirical evidence

shows that larger cities would attract even larger shares of residents in the aftermath

of remote-work adoption, growing in terms of size and productivity. The results are

in line with recent evidence suggesting a deepening of the urban-rural gap efect of
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remote-work, that is found to increase workers attraction (Braesemann et al., 2022;

Aizhan et al., 2022), urban productivity and average wages (Kyriakoupoulou and

Picard, 2022) only in large cities. Furthermore, recent evidence produced exploit-

ing housing-prices for OECD countries, suggest that larger metropolitan areas have

seen the largest increases in housing priced and demand since the Covid-19 outbreak.

This result appears the outcome of the combination of diferent agglomeration forces,

linked to initial consumption and productivity advantages, to the higher frictions

(and savings) entailed in their size, to natural, unobserved and consumption ameni-

ties, and to the higher share of workers in remote-workable occupations that larger

MSAs tend to display.

The results of the study have some important policy implications. While small

and medium-sized cities and cities with low shares of employment in remote-workable

occupations will loose population and see their average productivity decrease, the

promotion of remote-work could produce welfare and eiciency gains everywhere

linked to markups decreases, and productivity gains in larger cities. However, it

should also be pointed out that while optimal in terms of utility, aggregate pro-

ductivity and eiciency, remote-work adoption has the potential to increase the

core-periphery structure and the inequality across cities. Indeed, only 36 out of 373

cities will beneőt from size and productivity gains, whereas the average MSA will

loose 1% of its population. Furthermore, local policy makers could make use of the

by-city results here portrayed, in terms for example of city-planning. Indeed, while

city-size and the share of potential remote-workers can be considered as good predic-

tors of productivity and population changes, the efect that remote-work adoption

to its full potential will have on each MSA will also depend, among other factors,

on trade costs and on the changes in the system of cities in the economy.
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In concluding, it should be recognised that, in its present form, the proposed

modeling strategy sufers from some limitations. The őrst one refers to the fact

that the model does not account for heterogeneous workers. For this reason, it is

not suited to analyse neither sorting nor within-city welfare inequality implications,

which would be particularly interesting to analyse given the mentioned evidence on

the uneven access to remote work. Furthermore, given the endogenous productiv-

ity diferentials of őrms, the above extension would allow to account for matching

mechanisms, which could ofer further insights on őrm and city-level productiv-

ity changes. The second limitation is partly related to the őrst one, and regards

heterogeneous residential preferences, that de Vos et al. (2018) őnd as relevant in

explaining commuting behaviors and location decisions. These are accounted for in

this model, but in a simplistic way (through idiosyncratic preferences), which do not

allow for systematic diferences in high versus low-skilled individuals. If large shares

of remote-workers were to exhibit a stronger-than-average preference for small-sized

cities, the results could marginally change, as consumption amenities would reduce

their impact48. Third, the framework of the presented model would beneőt from a

more detailed land market, accounting for diminished land consumption by őrms

and for increases in residential land demand by remote workers. Such a setting

would entail a reduced income-efect for teleworkers, and as such relocation could

be driven towards cities with more afordable rents. Fourth, the proposed model ab-

stracts from within-city relocation concerns, to focus on the competitive efects that

diferential levels of telework adoption across cities could give rise to. While this is a

limitation, in the light of the reviewed extant studies, the discussion of the obtained

48 It should be noted that average preferences for natural amenities have been accounted for and
estimated.
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results can be extended to a within-city context with the following line of reasoning.

As highlighted in Section 2.2, the reduction in residential location constraints and

the savings in commuting costs, as induced by full-day telework agreements, do not

necessarily induce a moving choice nor one with a speciőc predictable direction (to-

wards or farther away from the center). The relocation direction seems, instead, to

be driven by heterogeneous characteristics and preferences, by housing and trans-

port prices, and by consumption and natural amenities. In presence of endogenous

amenities, such as our and in Almagro and Dominguez-Iino (2021)’s context, sort-

ing in space by income is expected to get reinforced. Income efects such as that

of telecommuting savings, are thus likely to lead to movements towards service and

amenities, so towards larger cities in our framework and towards the center in a

within-city one.

Despite the above listed shortcomings, this study provides an important con-

tribution to the debate on the short and long-term efects of telework, which still

lacked of a proper across-cities evaluations. In particular, while the portrayed results

are largely qualitatively comparable to those in the reference model by Behrens et

al. (2017), the estimated change in population could be considered more realistic

than the one they obtained by considering the total and equal disappearance of

commuting costs in all cities.
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Appendix : Behrens et al. 2017 model

Our reference model is based on a multiple monocentric-city structure, with endoge-

nous workers’ location choices (and city sizes and their distribution), productivity,

and markups. Individuals are identical: they express love for variety, and consume a

quantity q(i) of each variety i of a diferentiated good, and one unit of homogeneous

land which has a distributed ownership (used as numeraire). The maximization

of utility in Eq.2.10, entails the őrst order conditions (Eq.2.11) for the demand of

variety i produced in city r and consumed in city r or s, and the indirect utility in

city r, (Eq.2.12).

max
qsr(j),j∈Ωsr

Ur ≡
∑

s

∫

Ωs,r

[1− eαqsr(j)]dj, s.t.
∑

s

∫

Ωs,r

psr(j)qsr(j)dj = Er (2.10)

qrr =
1

α
ln

[
pdr

prr(i)

]
; qsr =

1

α
ln

[
pdr

psr(i)

]
(2.11)

Vr = N c
r −

∑

s

∫

Ωsr

psr(j)

pdr
dj = N c

r (1−
pr)

pdr
(2.12)

Firms are heterogeneous in productivity, but discover their marginal labour require-

ment mr(i) ≥ 0, drawn form a city-speciőc continuously diferentiable distribution

Gr, only after making the irreversible entry decision in the city. So that, after in-

curring in a őxed entry cost F expressed in units of labour paid at the local (r)

market wage wr, őrms are selected. Firms will survive and produce, provided they

can charge prices prs(i) above marginal costs τrsmrwr in at least one city (or, locally,

prr(i) ≥ τrrmrwr).

Proőts’(Eq.2.13) maximization F.O.C. (Eq.2.14), interacted with the ones from util-
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ity maximization (Eq.2.11), provides the internal (Eq.2.16) and external (Eq.2.15)

cutofs.

πr(i) =
∑

s

πrs(i) =
∑

s

Lsqrs(i)[prs(i)− τrsmrwr] (2.13)

ln
pds

prs(i)
=
prs(i)− τrsmrwr

prs(i)
(2.14)

mrs =
pds

τrswr

(2.15)

md
s =

pds
τssws

(2.16)

The mass of varieties consumed in city r is then Np
r = NE

r Gr(max mrs), which is

the sum of all őrms that are productive enough to sell to market r.

In order to estimate the spatial equilibrium, all őrm-level variables needs to be

transformed in function of the m (only diference within őrms in a city). The

Lambert function properties are exploited to this end, by setting: ψ = e m
mrs

and

W = τrsmwr

prs(m)
, and obtaining the following:

qrs =
1

α
(1−W ) (2.17)

prs =
τrsmwr

W
(2.18)

πrs(m) = Ls
τrsmwr

α
(W−1 +W − 2) (2.19)

Equations 2.17), 2.18) and 2.19, imply that the markup for a őrm located in city r

selling in s is:

Λrs(m) ≡ prs(m)

τrsmr

=
1

W
(2.20)
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We can now characterise the urban structure, composed by monocentric cities

of size Lr, with radius xr =
√
Lr/π, where land is used only for housing (őrms in

the CBD), and with urban frictions (commuting, iceberg-type costs θr) and trade-

frictions τrs > 1. The total labour supply in city r is thus simply:

Sr =

∫ xr

0

2πxrsr(xr)dxr (2.21)

The equilibrium land rent Rr, is obtained by equating wages net of commuting

costs in every location (given homogeneous labour), as in (Eq.2.22), such that the

aggregate land rent is found in (Eq.2.23).

R∗
r(xr) = wr(e

−θrxr − e−θrxr)hr (2.22)

ALRr =

∫

0

xr2πxrR
∗
r(r)dxr =

2πwrhr
θ2r

[1− (1 + θrx+
θ2rL2

2π
)e−θrxr ] (2.23)

Given distributed land and őrm ownership, the per-capita expenditure is thus the

sum of equilibrium net wages, the individual share of ALR and of őrms’ proőts, as

in Eq.2.24.

Er = wrhre
−θrxr + ALRr/Lr +Πr/Lr = wrhr +Πr/Lr (2.24)

Market equilibrium in the urban system

Choosing a Pareto distribution for őrms productivity draws (Gr(m) = m/mmax)k,

with upper bound mmax > 0 and shape parameter k ≥ 1, allows to calculate the
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model equilibrium conditions, which in the multiple-cities case are the zero expected

proőts, labour market clearing and trade balance (total value of exports must equate

the total value of imports per each city).

NE
r

[
k1

α(mmax
r )k

µmax
r + F

]
= Sr (2.25)

NE
r wr

(mmax
r )k

∑

∀s ̸=r

Lsτrs

(
τsws

τrswr

md
s

)k+1

= Lr

∑

∀s ̸=r

τsr

(
τrrwr

τsrws

md
r

)k+1
NE

s ws

(mmax
s )k

(2.26)

µmax
r =

∑

s

Lsτrs

(
τsws

τrswr

md
s

)k+1

(2.27)

To reduce the number of unknowns (wr, NE
r , nd

r), equations 2.25 and 2.26) are

combined to obtain NE
r = k2

k1+k2
Sr

F
as a function of parameters, and the following

equation:
hr

(md
r)

k+1
=
∑

s

Ssτrr

(
τrrwr

τsrws

)k
1

(µmax
s )

(2.28)

Eqs. 2.28 and 2.27 thus constitutes our two equilibrium conditions. Since these

are function of only two unknowns, the two vectors of the city-speciőc equilibrium

wages ŵr and technological frontiers µ̂r, the model is exactly identiőed, and can be

brought to data, reversed, and exploited for counterfactual estimation.

Spatial Equilibrium

Once solved the static equilibrium, one can turn to the spatial equilibrium, i.e.

where workers are allowed to endogenously relocate. To do so, city-speciőc amenities

(Ar) and taste heterogeneity (ξlr, i.i.d. across individuals and cities according to a
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double distribution [0, π2β2/σ] are introduced. The location choice of individuals is

assumed to follow a linear random utility (Eq.2.29), where Ao
r are observed amenities

(climate, topography, water area) and Au, such that the probability of choosing city

r can then be expressed in a logistic form (Eq.2.30).

V l
r = Ur + Ar(A

o
r, A

u
r ) + ξlr (2.29)

Pr(V
l
r > max

s ̸=r
V l
s ) =

exp((Ur + Ar)/β)∑K
s=1 exp((Us + As)/β)

(2.30)

The city size distribution satisfying Pr(V
l
r > maxs ̸=r V

l
s ) =

Lr∑K
s=1

Ls
, ∀r is deőned as

the spatial equilibrium of the model, which can be easily solved for D̂r = Ur + Ar

(by estimating it by simple OLS as D̂r = α0 + α1Ûr + α2A
o
r + ϵr).
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Table 2.1. Descriptive baseline statistics (2017) and main long-term counterfactual results, by
Metropolitan Statistical Area.
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CHAPTER 3

Spatial heterogeneity in factors misallocation: European

evidence

3.1 Introduction

Total Factor Productivity (TFP) growth is deemed to depend, almost equally, on

technological adoption and on the eiciency with which production factors are al-

located across őrms in the same sector, in brief ‘misallocation’. In recent years,

misallocation has garnered increased attention, in part due to the introduction of

novel methodologies. This increased focus is motivated by the recognition of the

signiőcant őrst-order efects that would ensue from mitigating misallocation.

While the magnitude of allocative ineiciencies is generally larger in developing

countries, it has been found to have sizeable efects also in richer economies. In the

US for example, the sole misallocation due to markups dispersion has been recently

found by Baqaee and Farhi (2020) to account for a 10-25% loss of the economy-wide

(i.e. including all sectors) output, and overall misallocation for a 22-40% loss of

manufacturing output by Bils et al. (2021).

Despite the large evidence about its economic relevance, misallocation requires

further investigation to shed light on the still unexplored dimension of its spatial

heterogeneity, on which the present article focuses. The issue of the extent to which
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regions may contribute to aggregate misallocation, and the drivers behind such

diferences, have in fact not been properly investigated yet.

This is quite unfortunate, as there are diferent reasons to expect that őrms’ al-

locative eiciencies vary systematically across administrative regions. Among these,

the dispersion in subnational taxation (Fajgelbaum et al., 2019), local land market

regulation (Hsieh and Moretti, 2019), and diferences in the quality of local credit

markets (Lenzu and Manaresi, 2019) and of local institutions (Lenzu and Manaresi,

2019; Misch and Saborowski, 2020) represent the most relevant.

As a way to contribute őlling this gap, this article provides a novel analysis of fac-

tors misallocation in 9 countries in the European Union, at national (NUTS0) and

at diferent subnational levels (NUTS1, NUTS2, and NUTS3), with two main aims.

Firstly, with respect to these countries, the paper quantiőes the share of aggregate

productivity and allocative eiciency that can be explained at regional level; on this

basis, it makes the claim that within-countries disparities should be retained by

misallocation research, as they may negatively afect aggregate productivity in sub-

stantial ways. Secondly, the paper investigates the correlation between established

markers of aggregate misallocation and its components within and across-regions,

putting a special emphasis on of the quality of local institutions; in so doing, it pro-

vides a őrst attempt of identifying the relevant factors behind allocative eiciency

at regional level, providing policy implications and future direction of research. The

latter focus is motivated by the fact that local and national institutions can inŕu-

ence őrms’ productivity and allocative eiciency in diferent ways. To start with,

they provide a reliable formal institutional environment. By establishing and en-

forcing the so called rule of law (North, 1990) they reduce transaction costs, and

this create the necessary incentive structure for a favorable business environment
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for őrms productivity (Lasagni et al., 2015), survival (Iwasaki et al., 2022) and for

factors attraction and accumulation (Iwasaki et al., 2022). Moreover, through the

provision of local services and public investments, institutions can again inŕuence

the attraction and accumulation of productive factors (Hall and Jones, 1999; Rodrik

et al., 2004; Nakabashi and Pereira, 2023). This holds true with respect to diferent

kinds of institutions. However, in this work I will mainly focus on formal institu-

tional quality: that is, on the quality of government public spending at the regional

level (Fazekas and Czibik, 2021). This study contributes to the extant literature in

diferent respects. First, to the best of the author’s knowledge, this is the őrst com-

prehensive attempt of analysing the issue of misallocation on a within-country basis,

at all levels of territorial boundaries, and of systematizing previous sparse evidence

at sub-national level. Furthermore, being based on a large and internally represen-

tative panel of European countries, this study provides the őrst results with a good

extent of general validity. Last, but not least, the paper poses a focus on the role of

institutions for misallocation. In doing that, it contributes to previous work show-

ing that institutions are a major factor in explaining cross-country variation in the

within-country dispersion of marginal revenue products, once őrm-characteristics

have been accounted for (David et al., 2021; Gorodnichenko et al., 2018; Bonatti

and Fracasso, 2018); and to the growing literature on the geography of institutions

providing evidence of the large (within and across-country) variation in the quality

of local governments (Fazekas and Czibik, 2021; Charron et al., 2022).

By distinctively investigating within- and across-regions misallocation, this paper

shows that the between-regions component accounts for large shares of aggregate

allocative eiciency. Firms location within speciőc administrative boundaries is

thereby shown to have an explanatory power on the phenomenon at stake, which is
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a comparable and often larger than that of size and age, two characteristics strongly

associated with systematic diferences in the ability to eiciently sourcing and allo-

cating inputs. The role of numerous markers, generally associated with aggregate

misallocation - such as őrms’ age, size, patenting activity and ownership structure,

is tested and conőrmed at the regional level. In particular, őrms’ age, patenting

activity and, above all, the quality of local public spending, are found to signiő-

cantly correlate with the between-group component of misallocation, accounting for

disparities across sub-national areas at all levels of territorial aggregation.

The rest of the article is organised as follows: Section 3.2 will review the relevant

literature and position this paper within it; Section 3.3 will present the theoretical

model and the methodology and Section 3.4 the data and the cleaning procedure.

Section 3.5 will discuss the results of both the misallocation quantiőcation and the

econometric analysis, and Section 3.6 will conclude.

3.2 Reference Literature

The deőnition of factors misallocation assumes the amount of labour and capital in

the economy as given, and refers to the most eicient way to allocate said quantities

across heterogeneous producers given a speciőc productive technology, i.e. within

each sector (Restuccia and Rogerson, 2008; Hsieh and Klenow, 2009; Restuccia and

Rogerson, 2017). The hypothesis behind this deőnition is that in absence of dis-

tortions labour and capital should be allocated by markets to producers up to the

equalization of their marginal revenue-products49. In the words of Pete Klenow,

49 This condition implies that larger amounts of inputs should be allocated to more productive
firms, resulting in a distribution of firms’ sizes proportional to their productivity levels.
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łmisallocation exists if a social planner could implement budget-neutral targeted

taxes and subsidies to induce the reallocation of inputs across activities (e.g., across

products, őrms or occupations) in a way that would increase the welfare of a repre-

sentative agentž50.

Heretofore the main goal of the studies on the topic has been to assess the impor-

tance of the so deőned misallocation in explaining cross-country diferences in total

factor productivity. This is generally done through the quantiőcation of a coun-

terfactual amount of additional output that could be generated by re-establishing

eiciency. In the extant literature, this quantiőcation has been pursued through

two diferent approaches: a direct approach, based on structural models estimation,

identifying and evaluating the impact of speciőc sources of misallocation, and an

indirect one, that exploits the condition of inputs allocative eiciency; that is, it

considers the equalization of marginal revenue products of őrms operating in the

same sector, to quantify the incidence of misallocation in each economy.

As inŕuentially proposed by Restuccia and Rogerson (2017), the distinct sources

of allocative ineiciency can be grouped in three categories. The őrst, statutory pro-

visions, includes the potential distortions related to taxation (Eeckhout and Guner,

2015; Fajgelbaum et al., 2019) and regulation (Hsieh and Moretti, 2019), such as

size-dependant policies (Fakos, 2020). The second category, discretionary provi-

sions, refers to any market or institutional characteristics that may discriminate

speciőc őrms, including preferential access to credit of state-owned őrms, criminal

organisations (Durante et al., 2019; Piemontese, 2019), cronyism (García-Santana

et al., 2020; Saie, 2014) or corruption (Brugués et al., 2022). The third cate-

50 STEG Lecture Series on Macro Development: Misallocation, March 2021. Retrieved from
https://cepr.org/sites/default/files/STEG_misallocation.pdf
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gory pertains instead to market imperfections such as őnancial frictions (Marconi

and Upper, 2017, Caggese et al., 2019, David and Venkateswaran, 2019), segmenta-

tion and market power (Baqaee and Farhi, 2020; Asker et al., 2019; Brooks et al.,

2021). While the issue of the quantiőcation of the ‘causes and costs of misallocation’

(Restuccia and Rogerson, 2017) has mainly been addressed in the macroeconomics

and economic development literature, it recently began to draw the attention of

urban and regional economists, especially in terms of its relationship with agglom-

eration (Fontagné and Santoni, 2019) and city-size (Eeckhout and Guner, 2015),

as with spatial frictions including commuting (Hu et al., 2020), transport (Fajgel-

baum and Schaal, 2020; Asturias et al., 2014) and housing costs (Hsieh and Moretti,

2019). The macroeconomic nature of the őeld where issues related to misallocation

were originally discussed, nevertheless, made popular in its investigation the resort

to a cross-country type of setting, with very few exceptions focusing on a regional

analysis, to which the present work aims at contributing. Among these regional

studies, a őrst work to retain is Calligaris et al. (2018), who originally proposed a

decomposition of Hsieh and Klenow (2009) measure of misallocation, namely the

within-sector dispersion of őrms’ revenue-based productivity (TFPRi), by őrms’

location in order to investigate the relevance of its geographical dimensions. Calli-

garis et al. (2018)’s article focuses on the salience of regional misallocation in Italy

in the period 1997-2012 measured at NUTS1 level, and on its correlation with a

number of őrm-level markers of allocative distortions. These authors found that

the degree of between-NUTS1 regions misallocation in the country accounts for a

tenth of aggregate distortions, and disregarded it as rather negligible. Exploiting

the same methodology of Calligaris et al. (2018), Misch and Saborowski (2020)

analyse the drivers and distribution of misallocation across Mexican States, őnding
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that a large share of aggregate allocative ineiciency (up to %40 of the total) is

explained by the between-states component, and is strongly associated with state-

speciőc levels of labour informality, crime, corruption, market concentration and

access to őnancial and telecommunications services. In another study, Fontagné

and Santoni (2019) obtain evidence of a negative correlation between misallocation

intensity and population density. With a slightly diferent perspective51, Boeri et

al. (2021) investigate the impact that collective wage bargaining play on the spatial

misallocation of labour in Italian and German provinces. They őnd that in pres-

ence of large geographical across-regions disparities in őrms’ productivity, as that

observed in the two countries, aggregate misallocation could be reduced by allowing

for lower degrees of rigidity in local wage-adjustments. Finally, Lenzu and Manaresi

(2019) produce estimates of factors misallocation in the Italian corporate sector

for the years 1997-2013, őnding that average yearly reallocation gains measured at

NUTS1 level did not difer substantially from the gains measured at national level.

Macro-regions (NUTS1) are here suggested as a convenient unit of analysis in order

to account for the underlying feasibility constraints of the re-allocation of productive

factors across spatially distant őrms52.

Apart from the previous studies, a regional perspective is still uncommon in

51 Boeri et al. (2021) analyse the impact on misallocation that the rigidity of national wage-
bargaining systems have on the Italian and German provinces, in the context of the compa-
rably large geographical differences in firms’ productivity observed in the two countries. The
authors find that the adoption of an higher degree of flexibility for wage-adjustments to local
labour productivity levels, to the same extent of the one prevailing in Germany, would produce
aggregate employment (11.04%) and earnings (+7.45%) gains in the country in Italy.

52 Aspects such as relocation costs, regional human capital availability and/or the unwillingness to
relocate of the specialised workers where said human capital is embodied, are rarely considered
in the quantification of potential aggregate reallocation gains. One exception is the work of
Heise and Porzio (2022) who estimate the effect of spatial frictions on the efficiency of workers
distribution and mobility across German macro-regions. They find that removing all spatial
barriers to workers mobility, including the home-bias highlighted in their locational preferences,
would produce gains in per capita GDP (5%) and in average real wages (9%).
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the analysis of misallocation and this is quite unfortunate, given that there are

several reasons (such as agglomeration economies, spatial frictions to factor mobility,

market segmentation and subnational tax dispersion, among others) to expect őrms’

location to afect the eiciency of factors allocation. This paper contributes to this

narrow strand of literature, framing the analysis of the relevance and of the most

adequate unit of analysis for within-country misallocation.

It should be acknowledged that existing studies on factors misallocation in the

European context have largely focused on its explaining the productivity gap be-

tween Southern countries and their Northern counterparts (Gamberoni et al., 2016;

Pellegrino and Zingales, 2017; Calligaris et al., 2018; García-Santana et al., 2020).

These studies have emphasized the inŕuence of institutions, familism, and crony-

ism in exacerbating factors misallocation within these countries. Additionally, as

mentioned earlier, some of these studies (Pellegrino and Zingales, 2017; Calligaris

et al., 2018; García-Santana et al., 2020) have also shed light on the presence of

within-country disparities in both allocative eiciency and productivity. Despite

the relevance of this literature, this chapter aims to examine the spatial dimen-

sion of factors misallocation within a number of countries and assess its impact on

aggregate allocative eiciency at the national level. Because of that, for the sake

of conciseness, the chapter abstains from exploring the role that spatial misalloca-

tion plays in productivity divergence in general, and in the slowdown of Southern

European countries.

Furthermore, this paper also contributes to another scant stream of research,

about the existence of distortions, which afect őrms asymmetrically across their

location. Only few studies in this stream have so far focused on diferent distortions

which can difer across regions and cities of diferent sizes, such as the quality of
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local credit markets (Lenzu and Manaresi, 2019); decentralized public service pro-

vision and taxation (Fajgelbaum et al., 2019; Martínez-Vázquez and Li, 2020), and

institutional quality53 (García-Santana et al., 2020; Piemontese, 2019). Also here,

the role of őnancial frictions and credit constraints itself has already been estab-

lished as an important driver of misallocation (León-Ledesma and Christopoulos,

2016; Shikimi, 2017), the relationship between regional variations in access to ő-

nance and regional misallocation remains largely unexplored. To the best of this

author’s knowledge, the only work linking these two factors is Lenzu and Manaresi

(2019), who found misallocation to be higher in Italian NUTS1 regions characterized

by weaker őnancial markets and socioeconomic institutions. In turn, the emerging

literature on institutional quality has recently begun to provide evidence of a direct

efect of it on productivity (Rodriguez-Pose and Ganau, 2022; Lasagni et al., 2015)

and on misallocation (León-Ledesma, 2016; Misch and Saborowski, 2020; David et

al., 2021), and of some possible indirect efects, due to distortions in lending relation-

ships (Nifo et al., 2018) and in local factor availability (Rodriguez-Pose and Ganau,

2022). In this stream, a recent contribution by David et al. (2021) has applied to a

large panel of developing and rich countries a novel methodology proposed by David

and Venkateswaran (2019) that allows to disentangle the contribution of diferent

aggregate and őrm-level sources of misallocation. Once accounted for the most

commonly acknowledged sources of cross-sectional variation in within-country and

within-sector marginal products across őrms (including adjustment costs, mark-ups

dispersion, and heterogeneity in őrm-level technologies and őrm-characteristics), the

authors őnd that almost half of the observed within-country dispersion in TFPR

53 The quality of local institutions and of the business environment have been reported to vary
extensively within European countries, across different cities and regions (Charron et al., 2022;
Charron et al., 2014) despite the existence of common formal institutions at national level.
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remains unexplained. However, the same dispersion emerges as correlated with di-

rect measures of the quality of the business environment (highlighting in particular

the role of access to credit, the efectiveness of the legal system and bankruptcy

laws). Their őndings are consistent with those of Gorodnichenko et al. (2018) on

the greater impact that a country’s business, institutional and policy environment

have on misallocation, over that of diferences in őrms’ characteristics. Along the

same stream, Bonatti and Fracasso (2018) őnd that bad performances in terms of

Regional Competitiveness Index, post-crisis recovery, lack of convergence and high

misallocation levels in the Euro Area periphery (Italy, Spain, Greece and Eastern

European countries) are linked with structural factors rather than cyclical ones, and

especially with institutional quality, consistently with García-Santana et al. (2020)’s

őndings on the role of cronyism for misallocation levels in Spain, and with Misch

and Saborowski, 2020’s ones on Mexico’s across-regions allocative disparities. I both

draw and contribute to this line of research by including measures of local institu-

tional quality in the set of possible markers of misallocation. Furthermore, in the

second part of the article, I will regress these markers against measures of regional

and aggregate distortions, extending previous general and country-speciőc őndings.

3.3 Methodology

3.3.1 Measures of misallocation

To quantify aggregate misallocation using micro-data, I exploit the methodology

proposed by Hsieh and Klenow (2009). This method allow to analyze the efects of

two types of distortions faced by a őrm i in sector s: a capital wedge τKsi
afecting

156



the relative marginal revenue product of one factor with respect to the other, and

an output wedge τYsi
afecting the marginal products of both factors, human and

physical capital, by the same proportion. Their model, of which a summarized

derivation is presented in the Appendix, shows sectoral (log) TFP to be negatively

correlated with the dispersion in revenue total factor productivity in each sector

s54, in turn proportional to wedges (see Eq.3.6.20 in the Appendix). In absence of

distortions, and under the model’s assumptions, őrm level total factor productivity

revenue (TFPRsi = PsiAsi =
PsiYsi

Kαs
si L1−αs

si

, eq. 3.6.17)55, i.e. the ability to generate

revenue from given inputs of őrm i in sector s, should be equal to the sectoral mean.

‘Relative TFPR’, measured as the ratio of the őrm’s TFPR on its sectoral

average (TFPRs), can thus be exploited as a őrm-level measure of misallocation.

A value below unity of relative TFPR indeed implies that the őrm is ineiciently

oversized, as part of the inputs utilised could generate larger revenues if were to be

allocated to producers operating in the sector with above-average TFPR. The same

but opposite argument applies for values of relative TFPR above-unity, indicating

an ineicient under-sizing of the őrm.

The economy-wide dispersion of TFPR, that can be exploited as a measure of

aggregate misallocation, is obtained through the country-level aggregation of sec-

toral dispersion in TFPR, weighted for the value-added share of the őrm within the

sector (V Asi

V As
) and for the sectoral share of value added in the economy (

∑S
s=1

V As

V A
).

54 The negative correlation among the dispersion in revenue-productivity and the sectoral output
can be shown, in the context of Hsieh and Klenow (2009) model, to be the following: lnTFPs =
1

σ−1
ln(
∑

i
Aσ−1

si
)− σ

2
var(lnTFPRsi).

55 Firm-level TFPR is calculated using the cost-shares method, which exploits first-order condi-
tions from the firm’s cost-minimization problem. Under the assumptions of constant return to
scales and Cobb-Douglas technology, it can be shown that the share of input expenditures in
total costs identify factor elasticities even without data on prices and quantities (Foster et al.,
2016; Blackwood et al., 2021).
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This is done in order to account for the productive relevance of the őrm and the

sector in the computation of aggregate distortions.

V ar(TFPR) =
S∑

s=1

V As

V A

Ns∑

i=1

V Asi

V As

(TFPRsi − TFPRs)
2 (3.1)

Within Hsieh and Klenow (2009)’s model assumptions for market and production

structure56, this deőnition of misallocation enables the quantiőcation of a counter-

factual eicient level of output in the case distortions were to be cleared. As such, the

potential gains from re-allocation can be obtained as a ratio between the observed

(Y ) and counterfactual eicient (Y ∗) yearly output 57:

Y ∗

Y
=

S∏

s=1

(
A∗

s

As

)θs

=
S∏

s=1

[
1

Ns

Ns∑

i1

(
A∗

s

Asi

TFPRsi

TFPRs

)σ−1
] θ

σ−1

(3.2)

where

Y =
S∏

s=1

(As)
θs =

S∏

s=1

[
1

Ns

Ns∑

i1

(
Asi

TFPRs

TFPRsi

)σ−1
] θ

σ−1

(3.3)

and

Y ∗ =
S∏

s=1

(A∗
s)

θs =
S∏

s=1

[
1

Ns

Ns∑

i1

(Asi)
σ−1

] θ
σ−1

(3.4)

As shown in Eq.3.3 and Eq.3.4, the observed and eicient level of aggregate TFP

56 Hsieh and Klenow (2009)’s contribution is based on a closed-economy version of Melitz (2003)’s
model, where the economy is represented by three levels of production. The first level is consti-
tuted by Ns monopolistically competitive firms using labour and capital to produce varieties is
of each Ms sectoral differentiated product, through a constant returns to scale Cobb-Douglas
technology, with output Ysi. The second level produces the sectoral output Ys through a con-
stant elasticity of substitution (CES) function using as input the differentiated product Ms.
The third level is constituted by a representative firm in a perfectly competitive final output
market, producing a final output Y combining the S sectoral outputs Ys through a Cobb Dou-
glas technology. Under these assumptions, the TFPR can be shown to depend by the output
and capital wedges and by no other firm-level characteristic.

57 Time indexes are suppressed to improve clarity and readability.
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only difer by the Relative TFPR (TFPRsi

TFPRs
) being equal to one when the sectoral

dispersion in TFPR is null. Note that the ratio between optimal and observed

output equals the ratio between optimal and observed aggregate TFP, such that we

will refer to output or productivity gains indistinctly in the text. The percentage

gains from reallocation in each country are thus obtained as:

%Gaint =

(
Y ∗
t

Yt
− 1

)
∗ 100 (3.5)

Turning to the measures of regional misallocation, I refer to Calligaris et al.

(2018), who proposed a within- and between-group decomposition of the dispersion

in aggregate TFPR:

V ar(TFPR) =
G∑

g=1

V Ag

V A

within-group within-sector dispersion︷ ︸︸ ︷
S∑

s=1

V Ags

V Ag

N∑

i=1

V Agsi

V Ags

(TFPRgsi − TFPRgs)
2

︸ ︷︷ ︸
within-group: weighted av. of the within-group dispersion from the group mean

+

+
G∑

g=1

V Ag

V A

S∑

s=1

V Ags

V Ag

(TFPRgs − TFPR)2

︸ ︷︷ ︸
between-group: weighted av. of the group means from the overall mean

(3.6)

Eq. 3.6 can be calculated for diferent types of groupings g: the geographical loca-

tion, the age, or the size of the őrm.

This decomposition enables two things: őrstly, the quantiőcation of the between-

group component as share of the aggregate dispersion in TFPR is used to evaluate

the relevance of a speciőc geographical grouping in explaining misallocation, com-

paring it to the between-group component evaluated through őrms age and size
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grouping. If the share of aggregate misallocation expressed by the between-group

component were to be suiciently low, performing an aggregate analysis or by-group

analysis would be rather indiferent. Instead, if the between-group component is

suiciently large, a within-group analysis will be justiőed, meaning that disparities

across-groups participate in overall misallocation and, in the case of the geograph-

ical grouping, may be driven by distinct local factors. Secondly, the within and

between group components can be regressed with respect to a number of economic

and institutional characteristics of the location, in order to analyse the correlation

with a number of potential misallocation drivers.

The quantiőcation of the between-group component as share of the aggregate dis-

persion in TFPR, when measured for őrms’ location at diferent levels of territorial

aggregation, is used to evaluate the relevance of a speciőc geographical grouping in

explaining misallocation, comparing it to the between-group component evaluated

through that obtained for the őrms’ age and size grouping. If this share were to

be suiciently low, performing an aggregate analysis or by-group analysis would be

rather indiferent. Instead, if the between-group component is suiciently large, a

within-group analysis will be justiőed, meaning that disparities across-regions par-

ticipate in overall misallocation and may be driven by distinct local factors. If so,

the within and between group components will be regressed with respect to a num-

ber of economic and institutional characteristics of the location, in order to analyse

the correlation with a number of potential misallocation drivers.

Indeed from Eq.3.6 can be derived, for each territorial level, a within-region

misallocation measure (Eq.3.7), from which the correspondent regional output gains

can be computed58, together with the share of aggregate misallocation represented by

58 To compute regional output gains, Eq.3.6.24 is exploited, obtaining regional output as the
aggregation of sector-region products.
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the between-group component (Eq.3.8). The latter measure, exploited to investigate

which characteristics drive disparities across regions, but it has a further meaning:

when large shares of the aggregate misallocation are represented by the between-

group component, it can be deduced that some areas are signiőcantly more ineicient

than others within the same country, such that by targeting misallocation (and

its sources) in those areas, policy makers could substantially decrease aggregate

misallocation.

Within-group =
S∑

s=1

V Ags

V Ag

Ns∑

i=1

V Agsi

V Ags
(TFPRgsi − TFPRgs)

2 (3.7)

Between-group, % =

∑G
g=1

V Ag

V A

∑S
s=1

V Ags

V Ag
(TFPRgs − TFPR)2

V ar(TFPR)
(3.8)

3.3.2 Estimation approach and identification strategy

In order to explore the correlation between regional and aggregate measures of mis-

allocation and those őrms and regional characteristics usually associated with őrms’

allocative eiciency, henceforth referred to as ‘markers’, I apply the following econo-

metric strategy (similarly to Calligaris et al., 2018 and Misch and Saborowski, 2020).

The dependent variables of interest (misallocation, reallocation gains, and, for

subnational regions, the between-group component share of total misallocation),

measured for each level of territorial aggregation (g=NUTS0-3), are regressed with

respect to a speciőc misallocation marker (Wtg), time (ζt) and region (ϵg) őxed
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efects59:

DepV arg = α + δWtg + ζt + ϵg + ηtg (3.9)

The vector of misallocation markers Wtg will in turn identify a number of őrm’s

characteristics, such as the average age, size, patenting activity and ownership type,

measured at the speciőc regional level; a number of controls, such as regional GDP,

population density, the degree of market concentration, and the type of region (ad-

ministrative or statistical); and a proxy for institutional quality: the Public Spending

Quality Index, and its sub-dimensions60.

The selection of these regressors followed the following theoretical considerations.

Firm size is linked to misallocation in a number of ways. Firstly, micro and small

őrms tend to lack the necessary collaterals to obtain debt capital (Pollard, 2003),

and as such they may sufers from signiőcant factors price wedges. As such, the

degree of allocative eiciency should correlate negatively with őrms’ size. However,

older őrms tend to have greater degrees of market power (Mertens and Mottironi,

2023), which has been established as a marker of aggregate misallocation (Asker

et al., 2019). Similarly, the age of őrms should be accounted for when evaluating

misallocation since it correlates to the ability to source debt and equity capital (Beck

and Demirguc-Kunt, 2006), given the likely lack of collaterals and track history

of the youngest ones. Moreover, őrms’ allocative eiciency can be linked directly

to age, which as it has been found to increase together with the accumulation of

organisational capital (Bradford et al., 2001). For all these reasons, őrms’ age is

59 Exploiting a two-way fixed estimator allows to control for all time-invariant unobservables, and
for time-specific shocks and yearly trends, including the European debt-crisis of the period
2011-2013, or the beginning of Covid-19 in 2020.

60 The markers are measured, whenever possible, at the same level of aggregation g as the depen-
dent variable. The subscript g in notation identifies each specific region and different levels of
territorial aggregation.
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deemed to correlate negatively with misallocation. Another potentially relevant

misallocation marker is patent ownership. Patents can be used as signals of quality to

investors (Hottenrott et al., 2016) and as collaterals (Amable et al., 2010) in order to

reduce őnancial constraints. Nevertheless, intangible capital have a lower collateral

value than physical one (Caggese and Perez-Orive, 2022), deters competition by

ensuring a competitive advantage to owners (Aghion et al., 2019) and by rising entry

costs (Chiavari and Goraya, 2021), such that intangible-capital intensive sectors tend

to exhibit higher degrees of misallocation (Gordeev, 2020).

Firms’ ownership structure is also considered, for being linked with őrms risk

propensity, as family-owned őrms might be more conservative than others(Michelacci

and Schivardi, 2013), and to eiciency and corruption (Pellegrino and Zingales, 2017)

while government-led őrms might be less eiciency-oriented than others Restuccia

and Rogerson (2017).

One of the main variables of interest, i.e. the institutional quality, and speciőcally

the quality of government spending, could be considered endogenous with respect to

the level of productivity in a region. The quality of government spending is expected

to inŕuence őrms’ productivity through the type and quality of public investments

(e.g. on productive infrastructures and business services), since the business envi-

ronment is deemed to beneőt from well-functioning formal an informal institutions.

In turn, productivity might inŕuence institutions in a positive way (through the in-

centive of potentially higher budget availability and remuneration of politicians and

public servants) or negative way (for higher capital inŕows may impose lower degrees

of eiciency on government spending, as argued by Cai and Treisman, 2005)61. For

61 Cai and Treisman (2005) show that the quality of government spending allocation will depend on
asymmetric initial endowments in presence of competitive capital mobility across countries and
regions such that tax rates will diverge. Moreover, they demonstrate how initially-advantaged
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this reason, it will be instrumented through climatic data on historical precipitations

and temperature variability (as described in the Section 3.4). The rationale behind

it lays on the exogenization of institutional quality through an instrument highly

correlated with current levels of institutional quality, but not with productivity in

the manufacturing sector. Historical climatic risk, measured through the interan-

nual variability in terms of both precipitations and temperatures, has been recently

shown to be signiőcantly and positively correlated with current institutional qual-

ity in European regions by Buggle and Durante (2021). The authors explain this

relationship through the historical building of cooperative behavior (at the basics

social trust and institutions) needed to create forms of insurances and mutual help

involving neighboring communities in regions with higher climatic risk. In a period

such the pre-industrial one, when the economy was almost entirely based on crops,

these cooperative strategies would have been crucial to cope with weather ŕuctua-

tions that could lead to severe famine otherwise. Given that the building of social

trust was traced back to the pre-industrial period, we can safely consider that data

on climate variability dating back to that era as not directly correlated with pro-

ductivity in the industrial sector, if not through the channel of institutional quality.

In order to increase the explanatory power of our instruments, and given these are

not perfectly multicollinear, the period-mean standard deviation of temperatures

and precipitations will be jointly included (instead of exploiting their average as a

unique regressor as in Rodriguez-Pose and Ganau, 2022).

areas will continue to attract capital inflows disregarding higher levels of non productive public
investments. Viceversa, less attractive regions may be unable to revert their fortune through
productive public investments, and may be also prone to devote inefficiently high portion of
public spending in welfare measures, not being able to secure sufficient returns to investments
when competing in business-services provisions. This would produce an asymmetric equilibria
in which both type of regions may lack the incentives to efficiently allocate public funds among
productive and non productive public goods
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The choice of the estimation strategy followed the execution of a number of tests.

The inclusion of regional őxed efects was determined by both theoretical and sta-

tistical inferential reasons. The theoretical motive behind the inclusion of country

or regional őxed efects in cross-country analysis is that, in such contexts, measures

(and errors) are deemed to be inŕuenced by location-speciőc characteristics. As

far as the inferential reasons are concerned, the Hausman test, performed for all

models, produced results that varied depending on the set of variables included, but

with a strong predominance of responses in favor of a regional őxed-efect estimator.

The inclusion of time-őxed efects was instead dictated by the the joint signiőcance,

uncovered through LM tests, of the year-dummies coeicients in all models. Finally,

the presence of heteroskedasticity was ascertained through a modiőed Wald test,

and the presence of serial autocorrelation through a Wooldridge test. In this situa-

tion, we are required to compute cluster-robust standard errors, since the ‘inclusion

of cluster-speciőc őxed efects may not fully control for cluster correlation (and/or

heteroskedasticity), and default standard errors that assume errors to be i.i.d. may

be invalid’ (Cameron and Miller, 2015, p. 14). Cross-sectional dependence was in-

stead discarded through both the Pesaran parametric test and the Breusch-Pagan

LM test. As a result of the above procedures, all the regression models presented in

the results Section, and speciőcally in Tables 3.2-3.4, are estimated as linear mod-

els with the inclusion of year and region őxed efects, controlling for cluster-robust

standard errors by-region. For the estimations at NUTS0 and NUTS1 level however,

I compute and report wild-bootstrapped p-values, clustered respectively at NUTS0

and NUTS1 level, in order to improve accuracy in the face of a small number of clus-

ters (Roodman et al., 2019; Cameron et al., 2008). Finally, the IV models’ in Tables

3.2-3.4 report instead jackknife pvalues, which have been recently suggested to be
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more accurate than wild-bootstrapping methods in presence of weak instruments,

small sample sizes and heteroskedastic cluster disturbance (Young, 2022). Regional

őxed efects and error clustering are measured at the territorial aggregation of the

dependent variables, thus in turn at NUTS0,1,2,362 level depending on the model.

3.4 Data

The main analysis is based on őrm-level balance-sheet data, extracted from the

Orbis Bureau Van Dijk database. This census-like database have been extensively

adopted for őrm-level cross-country research on misallocation63. Nonetheless, it suf-

fers from a number of drawbacks, that have been documented (Bajgar et al. (2020);

Gopinath et al., 2017) and addressed by the literature in recent years (Kalemli-

Ozcan et al., 2022). Among these, the most concerning one is the lack of coverage

and representativeness of őrms with all necessary data entries for some countries

and years. I followed the methodology suggested by Kalemli-Ozcan et al. (2022), to

make sure to download all the historical data available in Orbis since 199564, and to

select the countries and period of analysis that could ensure a suiciently high cov-

erage and representativeness for a good number of years65. The őnal panel sample is

62 It must be noted that at NUTS3 level the only measure of institutional quality available, i.e.

the Public Spending Quality Index, is provided as a time-invariant mean for the period 2005-
2016. As such, the models referring to institutional quality at this regional level could not be
estimated with fixed-effects, and are not reported.

63 See Heise and Porzio (2021); David et al. (2021); Kochen (2022); Fakos (2020) and Gopinath
et al. (2017) for some recent applications.

64 As also reported by Bajgar et al. (2020), in the Orbis dataset firms that do not report their
informations for more than 3 years, or that are inactive for at least 5 years, are removed. Using
different vintages of the Orbis dataset, as suggested by Kalemli-Ozcan et al. (2022), allows to
ensure the best coverage and to reduce the survival bias in the data.

65 I collected data for 16 EU countries for the period 1995-2021. By comparing the collected data
with the SBS dataset (merged at 2-digits Nace Rev.2 level), I then selected the countries that
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constituted by about 470’000 manufacturing őrms, located in 9 EU-member coun-

tries (Austria, Czech-Republic, France, Germany, Italy, Poland, Portugal, Slovenia,

Spain), analysed for the years 2011-2020. These countries are evenly distributed in

three diferent areas of the EU (Southern, Western and Eastern) and are charac-

terised by diferent levels of development, with Eastern countries still in the process

of convergence. The őnal sample match quite well the by-size decomposition of

Value Added in the full population of manufacturing őrms, as shown in Table 3.6

where I report the share of Value Added and of őrms’ number with respect to those

in the oicial Census data from the Eurostat SBS sectoral statistics. For the se-

lected countries, our sample is able to reproduce around 84% of total manufacturing

value added and 72% of the turnover, through a mere 19.46% of the total number of

őrms. However, as can be inferred through the by-size decomposition, the majority

of the missing őrms in Orbis are micro-őrms (with less than 10 employees) which,

notwithstanding their numerosity (these represent the 86.5% of the total number of

őrms in the SBS dataset and the 46.7% in the őnal Orbis sample, as can be derived

from Table 3.6 in the Appendix), tend to account for a negligible share of the total

value added (1.3% in this sample and 5.6% in the SBS one), such that their absence

should not distort too heavily our results. Moreover, this is a common problem to all

book-value based researches, being due to the lower őnancial reporting requirements

in every country, that make their data largely unavailable (see Kalemli-Ozcan et al.,

ensured a coverage of at least the 60% of the Value Added and a sufficiently stable share of
covered firms in the final period under analysis. The sole exceptions to this rule are Czech
Republic (50.7% of covered Value Added) and Poland (36.6%), that were retained in the final
sample to ensure an equal representation of Eastern European countries. Finally, the period
2011-2020 was selected as it did not suffer from notable shifts in representativeness for the
selected countries. It worth mentioning that these comparisons have been produced after a
data cleaning procedure where all firm-year observations that had either missing or negative
values for any of the main variables used to calculate TFPR and TFPQ, being the cost of
employees, tangible fixed assets, value added and turnover, where removed.
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2022 for a detailed discussion). Finally, since these őgures have been produced on

the őnal sample obtained after the complete data cleaning procedure66, they should

be considered as rather conservative.

The main variables needed to quantify TFPR67 and its dispersion (see in eq.

3.6.17 and eq. 3.1), are the cost of labour per worker, the book value of őxed cap-

ital net of depreciation (based on the Orbis variable ‘Fixed tangible assets’ ) and

Value Added as a measure of total revenues. The labour shares at industry level

are computed through the industry mean of the őrm level ratios of ‘labour expen-

diture’ on ‘value added’. Sectors are identiőed at 3-digits level of the NACE Rev.2

classiőcation codes, for all manufacturing sectors, excluding ‘coke and petroleum

products’ for their peculiar behaviors that relies on international regulations and

policies. Nominal variables for Value Added and Cost of Employees are deŕated

through OECD STAN Isic Rev.2 Value-Added deŕators at two-digits sector level

(see Bajgar et al., 2020 for a discussion on the most suitable deŕator for labour

costs). Since the Investment (Gross Fixed Capital Formation) deŕator is not avail-

able at two-digits sector level for all countries, the Eurostat Producer Price Index

were deployed to deŕate Fixed Assets. Descriptive statistics by country and for the

whole period (2011-2020) for the real values of Value Added, Capital, Cost of labour

and number of employees are reported in Table 3.8.

As for the geolocalization of őrms, Orbis provide location at either postcode, city,

66 As a usual standard procedure in the field, all negative values for our measures of nominal
inputs, costs and revenues have been dropped. The 1st and 99th percentile of the distribution
of log total factor productivity (log TFPQ), and of log total factor productivity revenue (TFPR),
were trimmed to exclude outliers.

67 Firm-level TFPR is calculated by assuming a Cobb Douglas technology and CRS, as TFPRsi =
PsiAsi =

PsiYsi

K
αs

si
L

1−αs

si

. Firms’ reported value added is used as measure of output (PsiYsi). The

labor (Lsi) and capital (Ksi) inputs are measured through the cost of labour and the book
value of tangible fixed assets net of depreciation. Finally, the labor share (1 − α) is obtained
through the industry mean of firms’ labor expenditures on value added.

168



or NUTS3 level for almost all its entries68. In the interest of data availability and

sample size, NUTS geographies were treated as stable, i.e. disregarding changes

in boundaries, adopting NUTS’ 2013 boundaries as reference throughout the whole

period. This is made possible by the limited number of amendments made to NUTS

regions in the countries and period under analysis. However, changes in the type

of NUTS regions occurred during the period of analysis, were taken into account

through a speciőc control variable, controlling for if a speciőc level of NUTS ter-

ritorial aggregation in each country and year identiőes areas with administrative

powers, or if the territory is grouped for mere statistical reasons. A summary on

the type, number and changes for all levels-NUTS units in our data for the period

2010-2020 is reported in Table 3.11.

The variables for őrms’ age69, size70, ownership71, patenting activity72, and mar-

ket concentration73 are also created through Orbis data, while regional controls

such as GDP and population density are collected through the Eurostat regional

and structural databases.

Another set of independent variables are the ones referring to institutional qual-

ity. Most of the literature on Institutional Quality make use of the European Quality

68 There are only 35 firms, for a total of 109 firm-year observations, whose location cannot de-
termined at NUTS3 level, 31 of which cannot be located at any other degree of territorial
aggregation below the country. These observations were maintained in the country-level anal-
ysis, and dropped in the regional one. The country-level misallocation measure did not vary in
any tangible way with their exclusion, given they were quite evenly distributed across countries.

69 Firms are divided into five age groups: <5 years old, age 5-9, 9-19, 20-29, and >30.

70 The categorical variable for the firm’s size follows the OECD definition by number of employees
(micro <10; small 10-49; medium 50-250; large >250).

71 Ownership is defined through Orbis information on the global shareholder, and distinguishes
among: Corporates; Families or Individuals; Private Equity Firms , Venture Capitalist, and
Pension funds; Public entities, and Foreign.

72 The patenting dummy takes a value of 1 if the firm has at least one patent, and 0 otherwise.

73 Industrial concentration is measured through the Herfindahl-Hirschman Index (HH Index),
calculated as the sum of the squares of each firm’s share of operating revenues in a given sector,
country (or region) and year.
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of Government Index (EQI), developed and released by Charron et al. (2014) and

Charron et al. (2022). The EQI Index is a repeated-cross sectional database, avail-

able as a repeated cross-section for the years 2010, 2013, 2016 and 2021, based on

a surveys on both the perception and direct-experience of corruption, meritocracy

and impartiality in the public services. For this work however, I will instead exploit

a new source of data on institutional quality: the Public Spending Quality Index

(PSQ). The PSQ dataset was recently developed and made available by Fazekas and

Czibik (2021), in order to explicitly address some of the limitations of the EQI data.

The PSQ Index is based on Tenders Electronic Daily data on public procurements,

and measures transparency, competition, administrative eiciency and the control of

corruption risk, and is available at NUTS3 level (as a mean of the period 2006-2015),

and yearly at NUTS2 level. The latter will be preferred in the model given that, not

being based on surveys and perceptions as the EQI Index, it provides an objective

measure of the quality of institutions at subnational level, which is better suited

for within- and across-countries comparisons (Fazekas and Czibik, 2021). Moreover,

being available at NUTS2 level in a longitudinal form for the years 2006-2015, it

can be exploited for the whole period of analysis (2011-2020) through the inclusion

of 5-years lag 74.

Since the quality of government spending can be endogenous to the level of pro-

ductivity in a region, this will be in turn instrumented, similarly to Rodriguez-Pose

and Ganau (2022), through data on the climate variability in the pre-industrialization

era (1500-1740 A.C.) provided by the European Seasonal Temperature and Precip-

itation Reconstruction (ESTPR) database. In particular, the interannual standard

74 It is reasonable to assume that it takes some time for the effects of changes in the quality of local
government spending to take place and for agents to react to them. Different lags have been
tested, with little differences in terms of significance and magnitude of the model coefficients.
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deviation of precipitations and temperatures in the crops growing seasons (spring

and summer), were measured for each data point (being the centroid of each 0.5◦

cell of a grid covering all Europe). To ensure that even the smaller or coastal units

obtain a measure, and to account for the large variability in territorial sizes exist-

ing across NUTS regions, the grid-data points were assigned to each NUTS3 unit

through the mean of the 4 nearest neighbors to the regions’ centroids. For NUTS0,

NUTS1 and NUTS2 regions instead, the instrument is assigned through the mean

of all data points within each region’s perimeter, given that these regions tend to

match more closely historical borders and that their sizes are more comparable and

large enough to ensure a positive number of data points within their boundaries.

The 240 years of observations between 1500 and 1740 A.C. were then divided into

12 intervals of 20 years each. For each of these two-decades period, the mean of

the standard deviation of precipitations (Pauling et al., 2005) and temperatures

data (Luterbacher et al., 2004; Xoplaki et al., 2005) exploited to instrument the

consecutive lagged values of the yearly (2005-2016) PSQ index at NUTS2 level.

Finally, we control for some major socio-economic characteristics of the region,

such as the per capita gross domestic product (at NUTS2 level), the population

density (at NUTS3 level), and for the type of region (statistical or administrative).

A summary of the time-span, data sources, type and deőnitions for all the vari-

ables included in the regression models, can be found in Table 3.9 in the Appendix.
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Figure 3.1. Aggregate Misallocation: dispersion of log TFPR

Figure 3.2. Aggregate manufacturing potential TFP gains from reallocation

3.5 Results

3.5.1 Aggregate misallocation

The őrst results to be presented are the ones of the quantiőcation of misallocation

at country level. In Figure 3.1 is reported the evolution of aggregate misallocation

in the panel of countries under analysis, for the years 2011-2020. The beginning
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of this period shows the decrease in misallocation that followed to the Eurozone

debt crisis, that have been documented to have had a ‘cleansing efect’ on markets,

resulting on higher degrees of allocative eiciency in all the EU countries (Gamberoni

et al., 2016; Calligaris et al., 2018). However, since the recovery around the year

2014, misallocation started increasing again in almost all the countries, with the sole

exception of Czech-Republic, with a net decreasing trend, and Austria, with a more

stable trend. Southern European countries, Spain and Portugal (with the exception

of Italy), and Western European countries, such as Germany, France and Austria,

are are the bottom of the misallocation distribution but with a rather stable and

slowly increasing trend (with the exception of France, whose evolution is markedly

increasing). The three Eastern European countries in the sample (Poland, Czech

Republic and Slovenia), are the ones with an higher dispersion of manufacturing

TFPR as expected by the lower levels of economic development with respect to

their long-course EU members counterparts. The Italian misallocation őgures, while

perfectly in line with previous publications75, strikes for its negativity, being second

only to Poland in terms of ineiciency.

In addition, it is important to analyse these statistics in comparison with those of

the estimated reallocation gains, as the latter derive not only by levels of aggregate

misallocation but also by the productivity levels of the sectors under analysis. In-

deed our measure of aggregate misallocation, the variance of log. TFPR, is weighted

by the Value Added share of őrms and sectors, where the output gains from reallo-

cation also depends on the total factor productivity of őrms and sectors (as shown

in Eq.3.6.24 and 3.6.25). In this sense, while the rank order of countries’ misal-

75 Calligaris et al. (2018), for the overlapping years of our analysis (2011-2013), provides almost
identical estimates (between 0.53 and 0.56) for the Variance of the Italian manufacturing log
TFPR.
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location does not change substantially in the two őgures (with the sole exceptions

of Poland and Spain), it is interesting to notice that the re-establishment of al-

locative eiciency in Spain would entail much lower output gains than it would in

Germany, notwithstanding the similar levels of aggregate misallocation measured in

the two countries: a signal that TFPR dispersion in Germany concentrates in őrms

or sectors with better productive potential than in Spain. Similarly, Poland, while

exhibiting the largest TFPR variance in the group, would rank only third in terms

of reallocation gains. The analysis shows that, if all the variance in TFPR was to

be equalized within-sectors, the manufacturing productivity and output of the EU

countries could be increased by 53% (in Spain) and 76-84% (in Slovenia, Czech Re-

public and Poland), with an average for the whole period and panel of countries of

69 percentage points76.

It should also be noted that, in 2020, the őrst year of the Covid-19 crisis, all

countries sufered from a net increase in misallocation which however, with the ex-

ception of Poland, Austria and Portugal, resulted in lower potential reallocation

gains attributable to a general drop in average productivity. Notwithstanding the

general cleansing efect that crisis are deemed to have in the medium term, the

short-term impact of the pandemic on TFP and factors allocation has been that of

increasing distortions and decreasing productivity (and potential output gains with

it), likely through the wiping-of of both more vulnerable and averagely more pro-

ductive young and micro őrms77. However, for the pandemic unleashed in diferent

76 The estimates of output gains from reallocation could be inflated in presence of measurement
error, e.g. in case of multiproduct firms with uncorrelated revenues among products (Bils et

al., 2021). As such, these figures should be taken with caution. However, they are again in line
with previous publications (Calligaris et al., 2018).

77 When firms that exited the market at any moment (Panel B1-B2 of Figure 3.9), or micro-firms
(Panel C1-C2 of Figure 3.9) are excluded from the sample as a robustness check (see Figure
3.9), the drop in potential reallocation gains registered for 2020 is reported as less intense in
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moments in each country during 2020, and since we are not able to observe the

following years, a study on the efects of such crisis cannot be developed properly

with these data.

3.5.2 Regional and by group decomposition

The main aim of this exploratory study is to verify to what extent misallocation can

be explained at regional level. The őrst step in order to do so, is to decompose the

country-level measure of misallocation, i.e. the weighted aggregation of the within-

sector variance of TFPR, in its within and between-group components (Eq.3.6).

Table 3.1. Share of the between-group component on the overall dispersion of TFPR:
period-averages, 2011-2020

To synthesise the results of the by-group TFPR variance decomposition, the

between-group component share on total misallocation, calculated for each grouping

all countries. This indicates that part of the lower reallocation gains shown in Fig. 3.2 should
be attributable to the exit of above average revenue-productive (i.e. undersized) micro-firms
during the first pandemic year.
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(őrms’ age, size, and location at NUTS1, NUTS2, and NUTS3 level), are reported

in Table 3.1, where above-average levels of the between-group component share on

total misallocation are highlighted in bold. Age and size are mainly exploited in

Table 3.1 as reference categories: given that they are related to the őrm’s extent

of information incompleteness and to collaterals ownership, afecting their access

and price of debt and equity capital (Midrigan and Xu, 2014), these dimensions

are considered as two main predictors of allocative eiciency. Moreover, these two

dimensions also concerns the application of a number of size-related policies deter-

mining őrms’ diferential exposure to employment protection schemes, incentives

and taxation which may directly afect decisions on the capital-labour ratio (Dias

et al., 2020).

The between-group component calculated for size and age accounts respectively

for an average of a 12.6% (ranging 6%-25% for diferent countries) and of a 10.6%

(5.3%-16.7%) of the country-level variances in our panel. Notably, the between-

group components calculated for őrms location at NUTS2 (12% on average, ranging

8.2%-18.4%) and NUTS3 (17%, ranging 9%-28%) level, are shown to explain a sim-

ilar and often larger share of aggregate misallocation than do age and size. NUTS1

location, with a between-group component ranging among 7.1% and 15.6% of the

aggregate misallocation, is found to be the weakest predictor of aggregate TFPR

dispersion among the locational-groupings (generalizing previous punctual results

by Calligaris et al. (2018) for Italy), but still with a comparable value to the by-age

component. To frame these results, it’s worth pointing out that, while one of the

criteria for the deőnition of NUTS regions78 was the mirroring of the territorial ad-

78 The European Nomenclature of Territorial Units for Statistics (NUTS) was designed by the
Regulation (EC) N. 1059/2003 of the European Parliament and of the Council of 26 May 2003,
and successively modified by the Commission Regulation (EU) 2016/2066 of 21 November 2016,
follows three principles, namely: i) population thresholds (to ensure size-comparability among
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ministrative division of each country, the existence of population thresholds for each

level of aggregation, together with the great variety in population sizes and in pre-

existing territorial and administrative structures across members states, derived into

a certain variability in the nature of regions belonging to each classiőcation level. In

particular, NUTS1 level units tend to serve a merely statistical purpose, with very

few exceptions (in our sample, Germany and, since 2016, France). Instead, NUTS2

and NUTS3 level unit boundaries tend to match those of administrative regions in

most countries, as shown in Table 3.11 in the Appendix). Following our hypothesis

on the role of local institutions, the lower explanatory power of the between group

component measured at NUTS1 level could depend on the equal lack of administra-

tive salience of this type of unit. To investigate this hypothesis, a dummy accounting

for the existence of administrative authority in each country-level-year observation

is introduced in the econometric analysis of regional misallocation.

To provide an intuition on the time and spatial distribution of misallocation and

reallocation gains at sub-national level, these results are mapped in Fig. 3.3 and Fig.

3.4 for the years 2013, 2016 and 2019. Particularly, in Fig. 3.3 it is possible to seize

the diferent trends that misallocation followed in the three broad EU-regions: it

remained fairly stable in Southern-countries (at all levels of territorial aggregation),

it increased in Western countries, and decreased in two Eastern ones. Furthermore,

through the mapping of the regional decomposition of the dispersion in TFPR and

of reallocation gains (Fig. 3.4), it is possible to appreciate some sign of spatial

convergence in misallocation levels, both within and across countries, that should

be speciőcally investigated in future dedicated contributions. To shed a light on the

potential drivers behind these őgures, I will now exploit the regression framework

regions); ii) the mirroring of the territorial administrative division of the Member States, and
iii) regular amendments should occur not more often than every three years.
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NUTS1, 2013 NUTS2, 2013 NUTS3, 2013

NUTS1, 2016 NUTS2, 2016 NUTS3, 2016

NUTS1, 2019 NUTS2, 2019 NUTS3, 2019

Figure 3.3. Evolution of within-region misallocation.

NUTS1, 2013 NUTS2, 2013 NUTS3, 2013

NUTS1, 2016 NUTS2, 2016 NUTS3, 2016

NUTS1, 2019 NUTS2, 2019 NUTS3, 2019

Figure 3.4. Evolution of regional reallocation gains, % of manufacturing output.
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detailed in Section 3.3.2.

3.5.3 The impact of markers on within and across countries and regions

misallocation

In Table 3.2-3.4 are reported the results of the regression model in Eq.3.9, where

the role of various regional characteristics on three distinct dependent variables are

evaluated through a two-way őxed efects estimator.

In columns 1 to 4 of Tables 3.2-3.3, the within-group misallocation, measured

at country-NUTS0 (column 1), NUTS1 (column 2) NUTS2 (column 3) and NUTS3

level (column 4) is regressed with respect to a set of speciőc őrm-level characteristics

measured at regional level. In columns 5-8, the same model is estimated with respect

to the reallocation gains in each territory, in order to analyse the role of each speciőc

marker on the productivity and output losses, in addition to that on misallocation.

Finally, columns 9-11 will portray the results on the role of the same characteristics

on the share of aggregate misallocation represented by the between-group compo-

nent, in order to evaluate how these variables afect disparities in within-country

across-regions allocative eiciency. Please note that this last dependent variable is

not available at country (NUTS0) level, as it refers to the subnational across-regions

misallocation component, and that the number of observations in each model match

the number of regions in our sample79.

79 In the 9 countries under analysis, there are 50 Nuts1, 156 Nuts2, and 839 Nuts3 regions, as
reported in Table 3.11. However, firms located in the Overseas France (which include the
territories of Martinique, Guadeloupe, La Réunion, New Caledonia), in Spanish Canary Islands
and in the Portuguese Azores Archipelago, were excluded from the sample which is therefore
constituted by 47 Nuts1, 139 Nuts2 and 812 Nuts3 regions.
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Firm characteristics

The őrst set of misallocation markers is that of őrms characteristics, such as size,

age, patenting activity and ownership, all expressed in terms of the share of őrms

with a speciőc characteristic located within each territory. Panel A of Table 3.2,

dedicated to the role of őrms’ size, shows that increasing shares of micro őrms are

signiőcantly correlated with lower degrees of misallocation at all levels of territorial

aggregation, while the opposite is true for larger őrms. Output gains, proportional

to misallocation and value added, are signiőcantly and negatively inŕuenced by the

share of small őrms. To understand this result, it must account for the fact that large

őrms, being the excluded category, are the ones producing the highest output (about

70% of the total Value Added, as can be inferred by Table 3.6), while the opposite

is true for micro őrms. Larger shares of micro őrms are also negatively correlated

with disparities across regions and this is true also for small ad medium-sized őrms,

indicating that regional diferences are likely to be driven by the location of large

őrms (representing the omitted group in the regression to avoid perfect collinearity).

These results hold at all levels of territorial aggregation, indicating that countries

and regions with greater shares of large őrms tend to be both more ineicient and

more unequal, matching previous country-speciőc results80.

Turning to the role of the average age of őrms, analysed in Panel B of Table

3.2, greater shares of mature őrms are found to be associated with larger degrees of

misallocation at all levels of territorial aggregation. The role of age is positive and

signiőcant in terms of reallocation gains, indicating that aggregate output could be

80 In particular, Calligaris et al. (2018) found misallocation in Italy to be stronger and to have
increased the most among big firms. The authors, by analysing the relationship between the
by-size sectoral misallocation and the speed of technological change, explained this result with
the stronger technological frontier shocks faced by the average large firm.
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Table 3.2. Firm-characteristics: Size, age, patenting activity and ownership of firms, on regional
and aggregate misallocation, reallocation gains and between-group component.

consistently increased by reallocating inputs from older to younger őrms. However,

the age of the őrm is negatively and signiőcantly associated with across-regions

disparities in allocative eiciency, which are thus likely to be be linked with startups

concentration.

The analysis of the correlation between the success in patenting activities and the
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misallocation measures are reported in Panel C of Table 3.2. The coeicient of the

share of patenting őrms is found, consistently to Gordeev (2020), to be signiőcantly

and positively associated with greater misallocation and output gains at all levels of

territorial aggregation (with the exception of output gains at country-level, where

the coeicient of this regressor is not signiőcant), indicating that patenting őrms

tend to be more productive than the average őrm, and undersized. This variable

is also positively and signiőcantly associated with the between-group component

measured at NUTS1 and NUTS2 level, and negatively at NUTS3 level.

Another characteristic under analysis is the ownership structure (Panel D of Table

3.2). In our data, countries and regions with greater shares of equity- and family-

owned őrms tend to be more ineicient. Individual or family-owned őrms are also

signiőcantly more productive, such that allocating larger amounts of inputs to such

őrms would produce signiőcant output gains. Potential output gains are also higher

in regions with greater shares of foreign-owned őrms. However, since this charac-

teristic is not signiőcantly correlated with the dispersion in TFPR at any level of

territorial aggregation in our panel, this result says more about their productivity

than it does about their relative allocative ineiciency.

Economic and political controls

The adoption of a two-way őxed-efects estimator allows to control for unobserved

time- and regional-invariant heterogeneity and omitted variables: it is anyhow in-

teresting to explore the relationship that exists between misallocation and some

economic and political characteristics of the countries and regions analysed. While

we are not able to control for the form of government (as none of the countries

analysed changed their form of government during the period analysed, e.g. from
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Table 3.3. Economic and political controls on regional and aggregate misallocation, reallocation
gains and between-group component.

federal to unitary) one related dimension that exhibits some variation both in time

and space is the typology of each level of NUTS regions. As argued before, and shown

in Table 3.11, NUTS territories may or may not coincide with political regions with

some degree of administrative power and autonomy, being merely statistical group-

ings otherwise. Controlling for this characteristic enables the model to uncover that

countries where NUTS2 regions have some degree of administrative power are sig-

niőcantly less misallocated than others. Administrative decentralization at NUTS2

and NUTS3 level is also correlated with larger disparities across regions. However,
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misallocation and output gains are lower in NUTS2 regions with administrative

powers. NUTS2 level regions with administrative powers are thus more eicient

but also more unequal than their counterparts in our panel. Both signals points

towards the role of institutions, that will be analysed later in the text. Finally, since

only two countries, and one of them (France) only since 2018, present non-statistical

NUTS1 regions, the positive and signiőcant coeicient for misallocation at this level

of aggregation should be taken as less of a general results.

Another relevant economic control (Panel B, Table 3.3) is population density,

which can be considered as a raw measure of agglomeration. While agglomera-

tion is expected to increase eiciency, through those sharing, matching and learning

mechanisms (Duranton and Puga, 2004) that facilitate input sourcing and produc-

tivity, this variable is only signiőcant in terms of lower output gains at NUTS2 level.

More densely populated countries are found to also be less unequal in their level of

misallocation at NUTS1 level.

Turning to the role of per capita GDP, wealthier countries display signiőcantly

higher levels of allocative eiciency at NUTS2 and NUTS3 level, lower potential

gains from reallocation, and lower shares of across-regions misallocation at NUTS3

level. While the negative correlation of development levels and eiciency is a stan-

dard result, the negative correlation with the between-group component is, if not

novel (Misch and Saborowski, 2020), relevant to be produced in the European con-

text.

Finally, in Panel D of Table 3.3 I examine the role of market concentration,

measured as the territorial yearly mean of the sectoral Herőndahl-Hirschman Index.

Market concentration can be used as a proxy for market power, whose role on

misallocation has been established (Asker et al., 2019) as to be strongly detrimental
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of allocative eiciency. In line with the literature, I őnd market concentration to

signiőcantly correlate with larger log TFPR dispersion at country and NUTS1 level

and with potential output gains at NUTS1 and NUTS2 level. Moreover, it could

lead to higher aggregate misallocation through the additional channel of its positive

association with the between-group component at NUTS3 level.

Institutional quality

Lastly, I explore the role of institutional quality as a potential driver of systematic

diferences in allocative eiciency within and across regions and countries.

Since, as argued in Section 3.3 , this variable could be endogenous81, in Table

3.4 the results of the two-way őxed-efect estimations are compared to those of the

second stage of a 2SLS two-way őxed-efects IV estimation. First stage statistics

and tests regarding the validity of the instrumental approach are added to each IV

model column82.

The quality of public spending is deemed to have at least one direct link with mis-

81 This hypothesis seems confirmed by the Durbin-Wu-Hausman endogeneity test, which results
are reported for each model in Table 3.4, where, with few exceptions of its evaluation at NUTS0
level, the null-hypothesis of exogeneity should be rejected.

82 Instrumental variables must display certain properties in order to be valid, i.e. for their coef-
ficients to be unbiased: exogeneity, and strength. For all IV models in Table 3.4 are reported
the Kleiberg-Paap LM statistic and its relative P-value, an underidentification statistic used
to measure the significant correlation of the instruments with respect to the endogenous ex-
cluded regressor. The null hypothesis of no-correlation is rejected, indicating the relevance of
the instruments, in almost all the models, with the sole exceptions of the ones in which the
excluded endogenous regressors were the PSQ sub-dimensions of the Efficiency score (Panel
D), or Competition (Panel C) when measured at NUTS0 level. Finally, the strength of the
instrumental variable is tested through the comparison of the Kleiberg-Paap F statistic (ro-
bust to clustered errors and valid with multiple regressors) with the Montiel-Olea & Pflueger
(2013) 2SLS thresholds, as these are robust to weak-instruments and heteroskedasticity as in
this application. With the exception of the NUTS0 level models, the Kleiberg-Paap F statistic
exceeded these thresholds, establishing the cluster and heteroskedasticity robust instruments’
strength to be above a bias level at 10% confidence level. This is an important result, given that
the bias introduced by weak instruments could otherwise easily exceed that of the inclusion of
endogenous regressors.
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Table 3.4. Public spending quality on regional and aggregate misallocation, reallocation gains
and between-group component.
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allocation, that of reducing distortions in regulations and provisions, and numerous

indirect ones (see Lasagni et al., 2015 for a comprehensive review), since through the

open and fair public investments procedures it is possible to inŕuence competition,

thus őrms selection and average productivity with it (Syverson, 2011). A negative

and signiőcant coeicient for the measures of public spending quality with respect

to misallocation (or output gains), means that higher levels of institutional quality

are associated with lower levels of allocative ineiciency (or output losses). When

regressed with respect to the between-group component instead, the a negative co-

eicient for a public spending quality measure means that regions with higher levels

of institutional quality have a lower degree of disparity in allocative eiciency.

As it can be appreciated in Panel A of Table 3.4, the coeicient of the Public

Spending Quality (PSQ) Index is always negative with respect to all the depen-

dent variables under analysis83, conőrming the hypothesis that local institutions

may afect positively the allocative eiciency of őrms within and across territories.

However, this is mainly signiőcant once instrumented.

Fazekas and Czibik (2021) adverts that the general PSQ Index is composed by a

number of dimensions whose efect and information may sometimes overlap (and are

positively correlated among each other), such that the above illustrated coeicients

might be overestimated. To shed a light on the mechanisms behind the role of

Institutional Quality while testing the robustness of the previous results, in Panel B-

E of Table 3.4 I analyse the correlation of each sub-dimension of the Public Spending

Index with respect to the three dependent variables.

83 Since the PSQ Index is available at NUTS3 level only as a time-invariant mean for the period
2007-2015, we are not able to estimate it through a two-way fixed effect estimator at this level of
territorial aggregation. The results for the time-invariant PSQ Index at NUTS3 level obtained
with NUTS2-level regional fixed effects, available upon request, showed largely significant and
negative coefficients with respect to all dependent variables.
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The transparency score (being based on the share of published call for tenders on

all awarded contracts, the proportion of open procedures, the voluntary reporting

and the completeness of information provided in each call) represents the ability for

a larger pool of őrms to participate to public tenders, thus favoring a fair and more

competitive business environment. Accordingly, this dimension displays negative

and, once instrumented, signiőcative coeicients with respect to the dispersion of

TFPR, to output gains and to the between-group component at almost all NUTS

levels.

The second sub-dimension of the PSQ Index is the Competition score, accounting

for the number of bids submitted and the share of awarded contracts to non-local

supplier. The competition score, somehow intertwined with the Transparency one,

is expected again to have a positive efect on allocative eiciency, conőrmed in our

data by the negative and, at sub-national level, signiőcant coeicients with respect

to misallocation and output gains. Nevertheless, this dimension is not signiőcantly

correlated with the across-regions disparities, possibly indicating that the beneőt

and losses derived from public-led competitive procedures are not geographically

bounded.

The third sub-dimension provided in the Fazekas and Czibik (2021)’s dataset

is the Administrative Eiciency score, computed through the consideration of the

decision-making speed, the share of tenders assigned the most economically advan-

tageous bid, and the price savings with respect to the cost of comparable contracts.

While the eiciency of public spending is can lead to welfare enhancements through

savings and provision of better or wider public goods and service, it is not deemed

to be linked directly with őrms’ speciőc allocative eiciency, if not through a gen-

eral incentive through market selection. Indeed, while a positive efect on allocative
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eiciency is somehow conőrmed in our data by the negative coeicients with respect

to all the misallocation measures, these are not signiőcant.

A last PSQ dimension is the Control of corruption, an indicator built to capture

if, and to what extent, measures84 were enacted in order to avoid the favoring of

some connected őrms with respect to others. This dimension is expected to be

critically connected with misallocation and to partially correlate with open and fair

competition. As such it should positively afect allocative eiciency through the

selection channel and through an healthier business environment. This correlation

is again conőrmed at all levels of territorial aggregation and in terms of all the

dependent variables, even its coeicient is less signiőcant than that of transparency.

Overall, these negative and signiőcant coeicients (and the absence of a signiőcant

and positive coeicient in Table 3.4) should be interpreted as evidence of the positive

role that institutional quality could play in reducing misallocation within and across-

regions.

3.5.4 A NUTS2-level horse-race model

One of the main ŕaws of the applied indirect methodology is that it does not allow to

estimate a structural model. However, in order to provide some insights on the ex-

tent at which the magnitude and sign of the reported correlations could hold within

a unique regression, this section provides a brief horse-race model exercise. In it, I

focus on the NUTS2-level, given that these type of regions are found to display large

degrees of allocative disparities, similarly to NUTS3 level ones, while disposing of

panel data on the PSQ variable. The őrst four columns of Table 3.5 explore the im-

84 These measures are measured through the length and place of publication of the call for tenders,
or the length and type of assignment, e.g. “without unusually high weights of non-quantitative
evaluation” Fazekas and Czibik, 2021, p. 7.
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pact of the progressive insertion of diferent categories of markers on the correlation

with the within-region misallocation. Here the main regressors retaining the same

sign and signiőcance level with respect to Table 3.2 are the share of patenting őrms,

government and equity ownership. However, once all the economic controls and the

Public Spending Quality index are included, the only signiőcant regressor among

them becomes the share of Government-owned őrms. This implies that regional

misallocation, once other industrial, structural and institutional characteristics are

accounted for, tend to mainly correlate with higher degrees of political control over

the economy, consistently with the abundant evidence of the role of cronyism on mis-

allocation (García-Santana et al., 2020). Firms’ size and age however, do retain the

same sign, signiőcance and magnitude of their coeicients with respect to realloca-

tion gains (columns 5-8, Table 3.5) and to between-group component (columns 9-12,

Table 3.5). The coeicient of the Public Spending Quality Index, while maintaining

the same expected sign, also remains (weakly) signiőcant in terms of disparities and

with respects to output gains, but not with respect to within-region misallocation.

Economic controls, in turn, are the most unstable regressors, with market concen-

tration gaining signiőcance with respect to its individual inclusion (in Table 3.3),

thus pointing to the high degrees of correlation with other variables in the model.

All in all, the results concerning disparities between regions are the most novel and

stable, and should receive further analysis through structural methodologies in order

to quantify the role of each speciőc marker in them.

Robustness checks

To sustain the validity of the results, I perform a number of robustness checks.

To test for the role of the selection channel in the data, I quantify aggregate

and regional misallocation on a balanced version of the dataset, i.e. excluding all



Table 3.5. Horse-race model at NUTS2-level including all regressors.

őrms that entered or exited the market during the 2011-2020 period. As it can be

appreciated in the panels B1 and B2 of Figure 3.9 in the Appendix, these estimates

are qualitatively and quantitatively similar to those obtained on the original sample.

If anything, the dispersion of revenue productivity is higher in the balanced sample

for France, meaning that it beneőted from the selection channel through őrms entry

and exit more than the rest of the countries. To control for the potential bias that

could derive from the low micro-őrms coverage in gathered data, in an additional

test I exclude all őrms with less than 10 employees, and repeat the quantiőcation

exercise. As shown in Panels C1-C2 of Fig. 3.9, the dispersion in TFPR estimated

without micro-őrms is lower than that of the full sample (Panel A1-A2) in Italy and



Spain, two countries that reportedly sufers from disproportionate high shares of

micro őrms (Mas et al., 2008; García-Santana et al., 2020; Vacca, 2013). Since for

other countries, with the exceptions of Portugal, very low shares of micro-őrms were

included in the original full sample, this result could also indicate an underestimation

of aggregate misallocation for the rest of the panel’s countries. However, since the

misallocation trend was mainly unafected even in countries with large micro őrms

coverage (Spain, Italy and Portugal), we can conclude that results are dynamically

robust to size-related compositional efects.

3.6 Conclusions and future direction of research

This research has addressed the indirect quantiőcation of factors misallocation at

national and subnational level for nine European countries (Germany, Italy, France,

Spain, Poland, Austria, Portugal, Slovenia, Czech-Republic), selected for their im-

portance in manufacturing value-added, representative data-coverage, and for the

external validity that their heterogeneity in terms of levels of development, form of

government, and location in distinct areas of the EU (West, East and South) would

provide.

The study’s main aim was to ascertain, on a wider basis than in the extant lit-

erature, the importance of the regional dimensions of misallocation. The study’s

őndings reveal two critical facets of productivity dispersion that require the atten-

tion of researchers in the őeld. Firstly, it is demonstrated that allocative eiciencies

vary signiőcantly across regions within all the countries under analysis, and that up

to a quarter of the observed aggregate dispersion in revenue-based productivity is

dependent on within-country imbalances. Secondly, the study establishes that the

by location (NUTS1-3) between-group components of revenue-based productivity



dispersion contribute more substantially to aggregate misallocation than their by-

size or by-age counterparts. Furthermore, institutional quality, expressed in terms

of the quality of public spending, and particularly in its transparency, control of cor-

ruption and competition subdimensions, was found to negatively and signiőcantly

correlate with all the dimensions of misallocation analysed. Both the hypothesis

of this study, that across-regions disparities can signiőcantly afect aggregate mis-

allocation, and that these could be at least partly afected (and thus potentially

manoeuvred) through the quality of public spending, have thus found some empiri-

cal support.

These őndings are expected to stimulate further research on the topic of the

spatial and sub-national dimensions of misallocation, and to provide guidance for

policymakers seeking to reduce overall ineiciency, suggesting that this objective

could be addressed by reducing disparities in allocative eiciency across regions.

Furthermore, the evidence presented can help identify which regional and őrm

characteristics, associated with misallocation, could yield greater output and pro-

ductivity gains if targeted efectively by policies aimed at restoring eiciency.

For example, policies targeting reallocation across older őrms would not result

in signiőcant gains as they tend to be less productive compared to their younger

counterparts, even if mature őrms are found as signiőcantly ineicient. Instead, pro-

moting the reallocation of factors across őrms of diferent sizes, particularly among

larger őrms, could lead to considerable output increases. Furthermore, policies that

promote the creation of new őrms could help to reduce ineiciencies at the local

or aggregate level as young and small őrms are signiőcantly associated with lower

degrees of both the within and between-group components of misallocation85.

85 While the search for specific potential ways to reduce misallocation was not the focus of this
work, the extant literature suggest to a number of policy objectives, such as the reduction of



The work comes with several limitations to be acknowledged, some of which de-

rive by the methodology, others by data availability. With regard to the former, the

indirect methodology applied does not allow to claim any causality in the econo-

metric analysis of misallocation markers. The adoption of this method was deemed

necessary to produce evidence at the regional level with a good extent of general

validity. In future country-speciőc studies, alternative methodologies86 could be

adopted in order to provide reassurance regarding the robustness and causality of

speciőc misallocation markers included in the analysis. Furthermore, in the reference

model of this methodology (Hsieh and Klenow, 2009), capital and output wedges

are őrm-speciőc, while the study relies on the hypothesis that regional-speciőc dis-

tortions could be at place. Formally including such variation in a structural model

would allow to move a further step towards the quantiőcation of speciőc sources

of regional distortions. It is important to acknowledge another possible limitation

related to the lack of distinction between tangible and intangible capital, mainly

due to data-availability constraints. While this is a commonly adopted approach in

the literature, dedicated studies have found misallocation to be more pronounced

in sectors that rely heavily on intangible assets (Caggese and Perez-Orive, 2022;

Gordeev, 2020). Therefore, the estimates of misallocation presented in this work

could potentially be overestimated, particularly in regions and countries with a

frictions to trade, i.e. by decreasing import and export tariffs (Tito and Wang, 2021), the
promotion of the access to credit especially to most financially constrained ones such as small,
young and innovative firms, e.g. through capital market integration (Bau and Matray, 2023),
or the reduction of regulatory-led rigidity to wage adjustments (Boeri et al., 2021; Lashitew,
2016).

86 The recent extension of Hsieh and Klenow, 2009’s framework proposed by David and
Venkateswaran (2019) for example, would allow to disentangle the role of each of the markers
analyzed. However, this would come at the cost of a less reliable quantification of aggregate and
regional misallocation measures at the core of this contribution, as, being more data-demanding,
it would have required large use of imputation.



higher proportion of őrms operating in intangible-intensive sectors. Moreover, since

previous studies have established misallocation to be higher in the service sector (see

Dias et al., 2020 or García-Santana et al., 2020), future direction for research would

be to evaluate the regional level of allocative eiciency of non-manufacturing sectors.

The main contribution of this work has been that of establishing the existence of

sizeable disparities across regions in allocative eiciency at all degrees of territorial

aggregation, and especially at NUTS3 and NUTS2 level. As such, a future direc-

tion of research on the topic would be that of analysing the dynamic role of spatial

misallocation on productivity growth and divergence path across countries.
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Additional tables and figures

Table 3.6. Coverage of final sample from Orbis, relative to Eurostat (SBS) data, by country and
firm size, year 2019.



Table 3.7. Sectoral distribution of firms and Value Added in the final sample, by country (2019
data).



Table 3.8. Summary statistics, means by country



Table 3.9. Main variables: type, description and source.



Table 3.10. Age and size distribution of firms in the final sample by country, year 2019.

Table 3.11. Type, changes and number of regions, by NUTS level. Territorial units are defined
as statistical when these do not coincide with administrative regions.



Figure 3.5. Public Spending Quality
Index at NUTS3 level, period average

(2006-2015). Source: own calculations on
Fazekas and Czibik (2021)’s data.

Figure 3.6. Historical climatic risk: mean
of the period-averages (1500-1740) of the
min-max-normalised interannual standard
deviation of precipitations (fig. 3.7) and of

temperatures (fig. 3.8) in the growing
seasons.

Figure 3.7. Normalised St.Dev. of
precipitations, period average (1500-1740).
Source: own calculations on Pauling et al.

(2005)’s data.

Figure 3.8. Min-Max-Normalised St.Dev.
of temperatures, period average

(1500-1740). . Source: own calculations on
Luterbacher et al. (2004) and Xoplaki et al.

(2005)’s data.



A1: Full Sample, misallocation A2: Full Sample, reallocation gains

B1: Balanced sample, misallocation B2: Balanced sample, reallocation gains

C1: Without micro-firms, misallocation C2: Without micro-firms, reallocation gains

Figure 3.9. Robustness checks: aggregate misallocation and reallocation gains, calculated on
different samples



Appendix: Hsieh and Klenow (2009)’s model

where heterogeneous őrms, difering in their physical TFP (Ai), face the same

marginal cost of inputs and distinct őrm-speciőc input constraints.

Hsieh and Klenow (2009) developed a model à la Melitz (2003), but in a closed

economy, where heterogeneous őrms, difering in their physical TFP (Ai), face the

same marginal cost of inputs and distinct őrm-speciőc input constraints. In this

economy, production happens with a three-levels structure, where a őnal homoge-

neous good is produced through a Cobb-Douglas technology combining the output

of S manufacturing sectors:

Y =
S∏

s=1

Y θs
s (3.6.10)

with input shares θs based on sectoral value-added shares. In turn, the sectoral

level’s output Ys is the CES aggregation of the Ns őrm-level varieties, with σ87

constant elasticity of substitution among them:

Ys =

(
Ns∑

i=1

Y
σ−1

σ

si

) σ
σ−1

(3.6.11)

Finally, each őrm i in sector s produces one single variety is under a constant

returns to scale Cobb-Douglas technology:

Ysi = AsiK
αs

si L
1−αs

si (3.6.12)

Firms are heterogeneous in productivity (Asi) and face two types of idiosyncratic

distortions, a capital wedge τksi afecting the relative marginal revenue product of

87 We set σ = 3 as in the previous works from Hsieh and Klenow (2009) and Calligaris et al.

(2018).



one factor with respect to the other, and an output wedge τYsi
afecting the marginal

products of both factors by the same proportion. Distortions appear in the őrm’s

proőt function:

Πsi = (1− τYsi
)PsiYsi − wLsi(1 + τKsi

)RKsi (3.6.13)

where Psi is the price, PsiYsi the value-added, w is the wage, and R = (r− δ) is the

rental rates of capital, being the diference between the real interest rate (r) and the

depreciation rate (δ).

From the proőt maximization’s FOC of őrm’s i in sector s, we obtain the following

marginal revenue products of capital and labour:

MRPKsi = Psi
∂(1− τYsi )Y

∂Ksi

= αs
PsiYsi
Ksi

= (1− τKsi )(r − δ) = (1− τKsi )R (3.6.14)

MRPLsi = Psi
∂(1− τYsi )Y

∂Lsi

= (1− αs)
PsiYsi
Lsi

= w = WL (3.6.15)

Assuming each sector to be monopolistically competitive, prices can be obtained

according to the mark-up rule:

Psi =
σ

σ − 1
βs
(
(1− τKsi )R

)αs
w1−αs

(1 + τKsi )
αs

(1 + τYsi )
1−αs

1

Asi

(3.6.16)

with βs = ααs
s (1−αs)

1−αs being a scaling constant for all őrms in the sector. Firms’

prices are thus afected by distortions, such that sectoral price-indexes does not

constitute valid deŕators.

Physical Total factor productivity (TFPsi = Asi) is normally diicult to retrieve

in absence of data on őrm-speciőc prices and quantities, and as a common practice

it used to be obtained by deŕating őrm-level revenue based measures (TFPR) with

sectoral prices. Foster et al. (2008) demonstrated the importance of distinguishing



between physical (TFP, or TFPQ) and revenue-based measures of productivity by

showing that the former are inversely, and the second ones positively, correlated

with prices. The practice of deŕating revenues with sectoral average prices instead

of őrm-speciőc prices was thus shown to lead to confounding and understating the

role of technical eiciency and demand efects. Hsieh and Klenow (2009), following

Foster et al. (2008)’s őndings, exploit the distinction among revenue productivity

(TFPR) and physical productivity (TFP, also called TFPQ to distinguish it from

the industry-price deŕated measure of TFP), and show they can both be obtained

as a function of value-added, as follows:

TFPRsi = PsiAsi =
PsiYsi

Kαs

si L
1−αs

si

(3.6.17)

TFPQsi = TFPsi = Asi =
Ysi

Kα
siL

1−α
si

= κs
(PsiYsi)

σ
σ−1

Kα
siL

1−α
si

(3.6.18)

where κs = (PsYs)
− 1

σ−1/Ps is a sectoral scaling constant that, not depending on

wedges nor on őrms production, does not afect reallocation gains and can be set

equal to 1.

Combining Eq.3.6.16 with Eq.3.6.17, we have:

TFPRsi =
σ

σ − 1
βs
(
(1− τKsi )R

)αs
w1−αs

(1 + τKsi )
αs

(1 + τYsi )
(3.6.19)

where the only őrm-speciőc variables are the distortions, and which can be shown

to imply the following:

TFPRs ∝MRPL
αs

s MRPK
1−αs

s ∝ (1 + τKsi
)αs

1− τYsi

(3.6.20)



where TFPRs, i.e. the sectoral mean of TFPR, is calculated as the geometric

mean of the sectoral average marginal revenue product of capital (MRPK) and

labour (MRPL). Finally, if the distributions of TFP and TFPR are assumed to be

jointly lognormally distributed, the negative relationship between sectoral TFP and

the variance of TFPR can be expressed explicitly as:

lnTFPs =
1

σ − 1
ln(
∑

i

Aσ−1
si )− σ

2
var(lnTFPRsi) (3.6.21)

In this setting, sectoral TFP can be calculated as:

TFPs = As =

[
Ns∑

i=1

(
Asi

TFPRs

TFPRsi

)σ−1
] 1

σ−1

(3.6.22)

We refer to the term TFPRsi/TFPRs, the inverse of that shown in the above

equation, as relative TFPR: according to the Hsieh and Klenow (2009)’s framework,

this measure should take a value of 1 in absence of distortions, since őrms’ TFPR

should equate the sectoral mean (TFPRs). Relative TFPR can be seen as a raw

measure of misallocation, as it indicates that the őrm is too large (small) when it

takes values below (above) unity.

This allows to compute a measure of misallocation through the dispersion in

sectoral TFPR, and to calculate the counterfactual eicient level of sectoral total

factor productivity (TFP ∗
s ) as:

TFP ∗
s = A∗

s ==

(
Ns∑

i=1

Aσ−1
si

) 1

σ−1

(3.6.23)



and the ratio between observed and eicient output (Y) as:

Y

Y ∗
=

S∏

s=1

(
As

A∗
s

)θs

=
S∏

s=1

[
1

Ns

Ns∑

i1

(
Asi

A∗
s

TFPRs

TFPRsi

)σ−1
] θ

σ−1

(3.6.24)

Such that gains from reallocation can be obtained as:

%Gaint/within =

(
Y ∗
t

Yt
− 1

)
∗ 100 (3.6.25)
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