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Abstract

This thesis is concerned with static properties of large bosonic systems in
two dimensions. These systems at very low-temperatures are expected to ex-
hibit Bose-Einstein condensation. From a mathematical and physical, point of
view it is interesting to provide conditions for the occurrence of Bose-Einstein
condensation. Obviously, studying a system of N particles, where N is large,
is very challenging. However, to overcome this problem we can rely on effective
theories, which describe the collective behaviour of the particles.

The aim of the manuscript is to present new results regarding the occurrence
of Bose-Einstein condensation in two-dimensional bosonic systems in suitable
scaling limits.

Our first result consists of the rigorous derivation of complete Bose-Einstein
condensation of low-energy states in a regime where the interaction potential
scales as N2βV (Nβ·), for β > 0 such that logN→∞(logNβ)/N = 0, where N
is the number of particles. We show that the system exhibits complete Bose-
Einstein condensation with a uniform bound on the number of the excitations
and we prove upper and lower bounds on the ground state energy of the system
up to O(1).

Our second result regards the Gross-Pitaevskii regime. In this scenario the
range of the two-body potential is exponentially small with respect to the number
of particles, i.e. the potential scales as e2NV (eN ·). The strong singularity of
the interaction implies that the correlations among particles play a crucial role.
In this limit, we improve existing results on the emergence of Bose-Einstein
condensation, providing an almost optimal bound on the rate of condensation
and more precise bounds on the ground state energy.

In the conclusion, we briefly analyze our progress concerning the project of ver-
ifying the predictions of Bogoliubov theory for 2d bosons in the Gross-Pitaevskii
regime. The goal consists here in deriving an asymptotic expansion of the ground
state energy up to the second order and the low-energy spectrum of the Hamil-
tonian related to the system.

Throughout the manuscript we highlight the main differences between the
two scaling regimes that we are considering. On the contrary, the last chapter,
(Chapter 5), is focused on the Gross-Pitaevskii regime.
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Chapter 1

Introduction

A Bose-Einstein condensate is an exciting state of matter which occurs in
dilute gases of bosonic atoms (and even in more general bosonic systems) at very
low-temperatures. It roughly consists of a macroscopic fraction of the particles
behaving as they occupy the same one-particle state. The first theoretical pre-
diction of this phenomenon was given by Einstein in 1925 for cold atomic gases
[24, 25], based on previous ideas of the physicist Bose in 1924 [12].

After seventy years, the groups of Cornell, Ketterle and Wieman got some
fruitful results at an experimental level, verifying the phenomenon in laborato-
ries. Their discovery led them to win the Nobel prize in 2001. To observe BEC
experimentally, physicists cool down atomic gases to very low-temperatures in
extremely dilute regimes (this is to prevent the gases from solidifying); see [13,
Chapter 1] for a review on experiments.

Although Einstein predicted theoretically the realization of BEC for non-
interacting bosons, one is clearly interested in considering the more realistic
case of interacting systems. From a mathematical point of view, the problem
of showing the occurrence of BEC for interacting particles, has been addressed
later. The first trace can be found in the work of Bogoliubov in 1947, [11]. Bo-
goliubov theory, under the assumption of BEC, showed that dilute interacting
bosons exhibit superfluidity, by predicting a linear spectrum of excitations for
small momenta. Although Bogoliubov approach is an illuminating treatment,
it is not mathematically rigorous. We will spend some more precise words on
Bogoliubov theory in Chapter 5.

The rigorous justification of the occurrence of Bose-Einstein condensation and
of the validity of Bogoliubov predictions in interacting Bose gas is a challenging
problem. So far, realization of BEC for interacting particles has been estab-
lished for an homogeneous system only in the special case of hard core bosons
on a lattice at half-filling in dimension greater or equal three [23]. The only
available results for a general dilute gas in the thermodynamic limit, i.e. where
N interacting bosons are confined in a periodic box with volume L3, L > 0, with
density ρ = N/L3 kept fixed and the volume of the confining box increases to
infinity (limit as L → ∞), concern the expression for the ground state energy
(see [73, 30] for latest results).

Even though to affirm that a phase transition really occurs one needs to study
the thermodynamic limit, it is interesting to investigate the equilibrium proper-
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ties of interacting bosons in simpler, but still physically relevant, dilute regimes,
where the effective range of interaction, described by the scattering length (later
denoted by a) of the interacting potential, is let to depend on the number of par-
ticles in such a way that ρa2 → 0 as N →∞. In these settings, the N - dependent
potential might be understood as an effective description for interactions occur-
ring in large many particles systems. Examples of these effective theories are, for
instance, the Gross-Pitaevskii theory for strongly interacting systems, and the
Hartree theory for weak interactions. For both scaling, there are many results
in three dimensions. BEC for three-dimensional bosons has been established in
the mean-field regime (see reference in [15, page 3] for a complete list of result
in this regime) in the Gross-Pitaevskii regime, and intermediate regimes interpo-
lating the two (a complete list of these results appears throughout [67, Chap. 4,
Chap.5] respectively). In the same regimes the predictions of Bogoliubov theory
have been verified [70, 35, 44, 9, 8].

While three dimensional settings have been studied intensively, the problem
in lower dimensions, both from an experimental and theoretical point of view,
has got attention later. Experiments for bosons confined in a optical traps have
been first realized in two-dimensions in 2001 by Görlitz et al. [34] (again see [13]
for a review on other related experiments).

From a theoretical point of view, the two-dimensional case is critical. In fact,
while a very general theorem due to Mermin-Wagner-Hohenberg [57, 36] rules out
the occurrence of BEC in two-dimensional systems at any positive temperature,
a phase transition is expected at zero temperature. This criticality makes the
study of Bose-Einstein condensation in two-dimensions even more challenging
and interesting.

Turning to the simpler problem of characterizing the equilibrium properties
of 2d Bose gases, the first prediction for the ground state energy in the ther-
modynamic limit was obtained by Schick in the ’70s [68], later confirmed by
Lieb-Yngvason in [55]. The expected expression for the second order correc-
tion has been proved for 2d bosons restricted to quasi-free states by Fournais-
Napiorkowski-Reuvers-Solovej in [29]. Furthermore, systems of two-dimensional
bosons in the Gross-Pitaevskii regime confined by external trapping potentials
have been studied in [51, 46, 47]. If one consider intermediate scaling limits, be-
tween Gross-Pitaevski and mean-field, results have been obtained in [41, 42, 59]
(see also next subsections).

The aim of this thesis is to present new results concerning the occurrence of
Bose-Einstein condensation in two-dimensional bosons in suitable scaling limits.

Our setting

Let us briefly sketch the mathematical setting and the scaling limits we will
be interested in. What we are going to say is standard and can be found for
instance in [66, Chapter II] and in [49].

In this thesis we are interested in studying static properties of large two-
dimensional bosonic systems.

A single particle in quantum mechanics is identified by a -normalized- vector
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ψ ∈ h, ‖ψ‖h = 1, where h is a complex, separable Hilbert space. A system of
N ∈ N particles is described by a vector ψN ∈ hN = h⊗N . We are considering
particles which obey Bose-Einstein statistics, they are called bosons. We deal
with a system of N bosons, which is described by a vector ψN ∈ hN , invariant
under permutations, namely:

ψN(x1, . . . , xj, . . . , xk, . . . , xN) = ψN(x1, . . . , xk, . . . , xj, . . . , xN),

for any j 6= k = 1, . . . , N .
Throughout this thesis, our Hilbert space for one particle is h := L2(Λ),

where Λ = [−1/2; 1/2]2 a unit box in two dimensions with periodic boundary
conditions, identified with the two-dimensional unit torus. Hence, the N -particle
bosonic system is described by hNs := L2

s(Λ
N).

The energy of N interacting bosons can be generally described by a Hamilton
operator HN which acts as a self-adjoint operator in hNs and has the form

HN =
N∑
i=1

(−∆xi + Vext(xi)) +
∑

1≤i<j≤N

v(xi − xj). (1.1)

In (1.1) the one-body operator −∆xi , i = 1, . . . , N is the Laplacian with
respect to the variable xi ∈ Λ, it measures the kinetic energy of the i-th particle.
The operator Vext denotes an external potential. In our proof we will consider
bosons trapped in a box, with periodic boundary conditions without external
potential, but we expect our results to hold in this more general setting. Finally,
v is a real-valued, measurable function which models the interactions among
particles and acts as a multiplication operator. We assume v radially symmetric
and non-negative. Notice that, here, we are considering a two-body interaction.
In fact, since we deal with very dilute regimes we can neglect all interactions
involving three or more particles.

With the conditions on the interaction potential that we are going to impose,
we can ensure that HN : D(HN) → L2

s(Λ
N), is a densely-defined, self-adjoint

operator, bounded from below. Thus, we define the ground state energy EN as

EN = inf
ψN∈D(HN ),
‖ψN‖=1

〈ψN , HN ψN〉. (1.2)

The ground state energy corresponds to the lowest possible energy of the
system. Since we deal with large bosonic systems, an exact computation of EN
is not feasible. However, one can aim to get a good approximation in the limit
for large N , i.e. N → ∞. Moreover, one can also investigate the energy levels
above the ground state energy, called excitation spectrum, and the conditions on
the trapping potential also ensure that the spectrum is purely discrete. We will
give a hint about how the techniques introduced in the thesis can be used to
investigate the excitation spectrum in Chapter 5.

As mentioned above, we aim to prove Bose-Einstein condensation for low-
energy states at zero temperature in two dimensions. A mathematical formal-
ization of this phenomenon for general interacting system was given by Onsager

3
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and Penrose [61]. Their definition makes use of the so-called one-particle reduced

density matrix γ
(1)
N ∈ L(L2(Λ)), of a many-body wave function ψN , where with

L(L2(Λ)) we denote the space of trace-class operators. The one-particle reduced
density matrix is defined through its integral kernel

γ
(1)
N (x; y) =

∫
ΛN−1

ψN(x, x2, . . . , xN)ψN(y, x2, . . . , xN)dx2 . . . dxN (1.3)

for x, y ∈ Λ. Equivalently, it is defined as

γ
(1)
N := tr2,...,N |ψN〉〈ψN |,

normalized such that trγ
(1)
N = 1. Then a sequence of many-body wave func-

tions (ψN)N∈N ∈ L2
s(Λ

N) with associated sequence of one-particle reduced den-

sity matrices (γ
(1)
N )N∈N exhibits complete Bose-Einstein condensation in the one-

particle wave function ϕ ∈ L2(Λ) with associated orthogonal rank-one projection
|ϕ〉〈ϕ| ∈ L(L2(Λ)) if

lim
N,Λ→∞,

N/|Λ|=const

tr
∣∣γ(1)
N − |ϕ〉〈ϕ|

∣∣ = 0. (1.4)

One can also consider different scaling regimes, keeping |Λ| = 1 and setting the
interaction potential depending on the number of particles N . In these settings,
where condensation is said to occur if the convergence (1.4) is established in the
limit N → ∞ (without requiring the density to be constant), there are many
results both for the investigation of the ground state and the excitation spectrum.
For a discussion of the results on the dynamical and static properties of 3d and
2d bosons, including very recent results on BEC for positive temperature we refer
the reader to [67, 21, 5, 33] and reference therein.

From now on we will focus only on the two-dimensional case. In the following
we will briefly recall the 2d scalings that will be investigated in the manuscript.

From the mean-field to the Gross-Pitaevskii regime

First, we consider HN being of the form

HN =
N∑
i=1

−∆xi +
1

N

∑
1≤i<j≤N

V (xi − xj), (1.5)

and acting on L2([−1/2; 1/2]2N); this is the so-called mean-field regime. Notice
that the kinetic and the potential parts are of the same order with respect to the
number of particles N , hence they give the same contribution to the energy. In
this limit each particle interacts essentially with all the others, since the range
of the interaction is comparable to the extension of the whole system. Thus, we
can say that interactions are frequent, but weak.

We can go one step further and investigate even low density regimes where
the interaction is more singular and converges to a Dirac mass. Namely, we

4
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consider interaction potentials that scales as N2β−1V (Nβ·). Actually, for β < 1/2
the behavior is similar to the mean-field regime β = 0, since the range of the
interaction is much smaller than the full system size, but it stays much larger than
the typical inter-particle distance N−1/2. On the other hand, when β > 1/2 the
range of the interactions is much smaller than the typical inter-particle distance
(see [67] for a detailed explanation), hence interaction becomes stronger.

In two dimensions, a critical threshold is determined by the limit
` = limN→∞(log aN)/N , with aN is the scattering length of the interaction, (i.e.
the effective range of interaction between particles), when ` 6= 0 the system
is in the so-called Gross-Pitaevskii regime. In general, this setting describes
a situation where N particles are confined in a two-dimensional box of side-
length L and interact through a potential whose scattering length is of order
e−N (remember that we consider unit boxes). Hence, we deal with an extreme
dilute regime.

There are a few results in the literature concerning the investigation of the
ground state energy for regimes where aN ∼ N−β and ` = 0. Lewin, Nam and
Rougerie [41, 42, 59], obtained convergence of the ground state energy and of
the one-particle density matrices for β < 1. Remarkably, for β < 1 they can also
consider non-positive potentials (see also [67] and reference therein for a review).
We consider this regime in Section 1.1 explaining which results we obtained.

Let us now focus on the more challenging case, the Gross-Pitaevskii limit. In
this scaling the range of the interaction is exponentially small with respect to the
number of particles, i.e. the potential scales as e2NV (eN ·). This regime has been
first studied by Lieb-Seiringer-Yngvason [47, 51, 50, 46]. In these papers they
proved the exhibition of condensation and the expression for the ground state
energy. To be precise, in [47] they considered the harder case with a magnetic
potential (see also [49] for details and a review on these results).

Similar results have been obtained starting from a three dimensional Bose
gas, trapped by a potential which is strongly confining in one direction, so that
the system becomes effectively two-dimensional [69]. Finally, it is worth to men-
tion [37, 14], where rigorous results on the time-evolution in the two-dimensional
Gross-Pitaevskii regime have been established (in [14], the focus is on the dy-
namics of a three-dimensional gas, with strong confinement in one direction).

In [20] we improve the result in [55] and prove optimal condensation up to
logarithmic corrections. This work is part of this thesis, we explain our result in
Section 1.2, Chapter 2 and 4.

In the next sections we explain our main results in two-dimensions and we
give a general idea of the proof, which stems from ideas introduced in [7, 9, 10]
for the analysis of 3d bosons.

5
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1.1 Bose-Einstein condensation for 2d bosons interact-
ing through singular potentials

We consider N bosons in a box in R2 of side-length one, i.e. Λ = [−1/2; 1/2]2,
described by the Hamilton operator

Hβ
N =

N∑
j=1

−∆xj +
N∑
i<j

N2β−1V (Nβ(xi − xj)), (1.6)

where β > 0 such that limN→∞(logNβ)/N = 0.
In this regime we establish an upper and lower bound for the ground state

energy of the system up to O(1) corrections and obtain a proof of condensation
with optimal rate for all low energy states, as described by the following theorem.

Theorem 1.1. Let V ∈ L2(R2) have compact support and be pointwise non-
negative. Let β > 0. Then there exists a constant C > 0 such that the ground
state energy Eβ

N of (1.10) satisfies∣∣∣∣∣Eβ
N −

V̂ (0)

2
N +

V̂ (0)2

8π
logNβ

∣∣∣∣∣ ≤ C . (1.7)

Furthermore, consider a sequence ψN ∈ L2
s(Λ

N) with ‖ψN‖ = 1 and such that

〈ψN , Hβ
NψN〉 ≤

V̂ (0)

2
N − V̂ (0)2

8π
logNβ +K

for a K > 0. Then the reduced density matrix γ
(1)
N = tr2,...,N |ψN〉〈ψN | associated

with ψN satisfies

1− 〈ϕ0, γ
(1)
N ϕ0〉 ≤

C(K + 1)

N
(1.8)

for all N ∈ N large enough.

Remark. 1. The condition V ∈ L2(R2) comes from the proof of properties of
the scattering function associated to the potential N2β−1V (Nβx), that we
need in our analysis, see Chapter B for more details.

2. Notice that Theorem 1.1 eventually holds for any β > 0 such that
limN→∞(logNβ)/N = 0. Indeed it might depend on N .

The strategy of the proof of Theorem 1.1 follows [10]. We will work in a
second quantization setting to describe the fact that the number of excitations
(i.e. particles outside the condensate) vary. Using a unitary map introduced
by Lewin-Nam-Serfaty-Solovej [44] (see Section 2.1 for the precise definition) we
factor out particles in the condensate from the Hamiltonian Hβ

N . Hence, we are
able to rewrite Hβ

N as a new excited Hamiltonian - that we will call LβN - where
the particles in the condensate do not appear anymore.

However, this excitation Hamiltonian is not enough to get the correct ground
state energy or to show condensation. In fact, in LβN there are still important

6
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constant contributions hidden in the cubic and quartic terms. This is because,
the action of the map UN , which factors out the condensate, does not take into
account the correlation between particles. Hence, to overcome this problem,
we construct a unitary map which is obtained by taking the exponential of an
anti-symmetric operator BH quadratic in the excitations. This map was first
introduced in [4], in the Fock space, then implemented in [17] and [7], in the
3d setting, and it is constructed in such a way that the coefficients take into
account the correlation structure. In particular, these coefficients come from the
solution to the scattering equation. The action of the unitary map eBH allows
us to obtain a new Hamiltonian, called GβN,`.

Now, if we consider a sufficiently small factor in front of the interaction poten-
tial, then the result for the ground state energy immediately appears. However,
without restriction on the size of the potential, the renormalized Hamiltonian
GβN,` is not enough. To solve this issue, we use another unitary operator eAH , de-
fined through the operator AH , cubic in annihilation and creation operators over
excited particles. With the action of eAH , we get a renormalized Hamiltonian
Rβ
N,`.
At this point it is worth to stress that, in order to show BEC, one would ideally

obtain a quadratic Hamiltonian, which can be diagonalized, thus obtaining an
upper bound for the number of excited particles in terms of the energy. However,
this is not the case. The renormalized Hamiltonian will not be really quadratic,
but there are still terms that need to be controlled through localization tech-
niques on the number of particles developed by Lewin-Nam-Serfaty-Solovej [44]
(and before by Lieb-Solovej [53]). This requires an a-priori knowledge on the
occurrence of condensation in the regimes described by (1.6), as stated in the
following theorem.

Theorem 1.2. Let Hβ
N be defined in (1.6) with V non negative, radially sym-

metric and compactly supported. Let β > 0. Then

lim
N→∞

inf
‖ψ‖=1

〈ψ,Hβ
Nψ〉

N
=
V̂ (0)

2
.

Moreover, if ψN is an approximate ground state for HN , namely

lim
N→∞

〈ψN , Hβ
NψN〉

N
=
V̂ (0)

2
,

and γ
(k)
N = Trk+1→N |ψN〉〈ψN | is the k- particle reduced density matrix of ψN ,

then there is complete Bose-Einstein condensation

lim
N→∞

Tr
∣∣∣γ(k)
N − |ϕ

⊗k
0 〉〈ϕ⊗k0 |

∣∣∣ = 0, ∀k ∈ N. (1.9)

with ϕ0(x) ∈ L2(R2) the zero momentum mode defined by ϕ0(x) = 1 for all
x ∈ Λ.

Remark. As in Theorem 1.1, also Theorem 1.2 holds for any β > 0 such that
limN→∞(logNβ)/N = 0.

7
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The proof of Theorem 1.2 for β < 1 can be found in [41, 42, 59]. For larger β
the same statement can be shown following the strategy applied in [60] for the
three-dimensional case, see Appendix C.

1.2 Bose-Einstein condensation in the Gross-Pitaevskii
regime

We analyze, now, the limit where the interaction between particles is expo-
nential in N , namely the Gross-Pitaevskii regime. The achieved result is part
of a joint paper with Serena Cenatiempo and Benjamin Schlein, submitted for
publication to a peer review journal [20]. The GP regime is more interesting and
intricate than the other regimes we mentioned in previous sections. Indeed, the
integral of the potential is no longer of order O(N−1), but it is of order O(1),
moreover, the interaction is more singular, as it is clear from (1.10).

The Hamilton operator for this setting is of the form

HGP
N =

N∑
j=1

−∆xj +
N∑
i<j

e2NV (eN(xi − xj)), (1.10)

again acting on a dense subspace of L2(R2). Here we assume V ∈ L3(R2),
which comes from the correlation structure defined by the zero-energy scattering
equation. We denote by a the scattering length of the unscaled potential V . We
recall that in two dimensions and for a potential V with finite range R0, the
scattering length is defined by

2π

log(R/a)
= inf

φ

∫
BR

[
|∇φ|2 +

1

2
V |φ|2

]
dx, (1.11)

where R > R0, BR is the disk of radius R centered at the origin and the infimum
is taken over functions φ ∈ H1(BR) with φ(x) = 1 for all x with |x| = R.
The unique minimizer of the variational problem on the r.h.s. of (1.11) is non-
negative, radially symmetric and satisfies the scattering equation

−∆φ(R) +
1

2
V φ(R) = 0,

in the sense of distributions. For R0 < |x| ≤ R, we have

φ(R)(x) =
log(|x|/a)

log(R/a)
.

By scaling, φN(x) := φ(eNR)(eNx) is such that

−∆φN +
1

2
e2NV (eNx)φN = 0.

We have

φN(x) =
log(|x|/aN)

log(R/aN)
∀x ∈ R2 : e−NR0 < |x| ≤ R ,

8
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for all x ∈ R2 with e−NR0 < |x| ≤ R. Here aN = e−Na. See [49, Appendix C]
for a more detailed explanation.

As we said in the introduction, the properties of trapped two dimensional
bosons in the Gross-Pitaevskii regime (in the more general case where the bosons
are confined by external trapping potentials) have been first studied in [51, 46,
47]. These results can be translated to the Hamilton operator (1.10), defined on
the torus, with no external potential. They imply that the ground state energy
EN of (1.10) is such that

EN = 2πN
(
1 +O(N−1/5)

)
. (1.12)

Moreover, they imply Bose-Einstein condensation in the zero-momentum mode
ϕ0(x) = 1 for all x ∈ Λ, for any approximate ground state of (1.10). More
precisely, it follows from [46] that, for any sequence ψN ∈ L2

s(Λ
N) with ‖ψN‖ = 1

and

lim
N→∞

1

N
〈ψN , HGP

N ψN〉 = 2π, (1.13)

the one-particle reduced density matrix γ
(1)
N = tr2,...,N |ψN〉〈ψN | is such that

1− 〈ϕ0, γ
(1)
N ϕ0〉 ≤ CN−δ̄ (1.14)

for a sufficiently small δ̄ > 0. The estimate (1.14) states that, in many-body
states satisfying (1.13) (approximate ground states), almost all particles are
described by the one-particle orbital ϕ0, with at most N1−δ � N orthogonal
excitations.

In the theorem we are going to state, under the assumption V ∈ L3(R2), we
improve the results (1.12) and (1.14) by providing more precise bounds on the
ground state energy and on the number of excitations. In particular, we prove
the following result.

Theorem 1.3. Let V ∈ L3(R2) have compact support, be spherically symmetric
and pointwise non-negative. Then there exists a constant C > 0 such that the
ground state energy EN of (1.10) satisfies

2πN − C ≤ EN ≤ 2πN + C logN. (1.15)

Furthermore, consider a sequence ψN ∈ L2
s(Λ

N) with ‖ψN‖ = 1 and such that

〈ψN , HGP
N ψN〉 ≤ 2πN +K (1.16)

for a K > 0. Then the reduced density matrix γ
(1)
N = tr2,...,N |ψN〉〈ψN | associated

with ψN is such that

1− 〈ϕ0, γ
(1)
N ϕ0〉 ≤

C(1 +K)

N
(1.17)

for all N ∈ N large enough.

It is interesting to compare the Gross-Pitaevskii regime with the thermody-
namic limit, where a Bose gas of N particles interacting through a fixed potential

9
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with scattering length a is confined in a box with area L2, so that N,L → ∞
with the density ρ = N/L2 kept fixed. Let b = | log(ρa2)|−1. Then, in the dilute
limit ρa2 � 1, the ground state energy per particle in the thermodynamic limit
is expected to satisfy

e0(ρ) = 4πρ2b
(

1 + b log b+
(
1/2 + 2γ + log π

)
b+ o(b)

)
, (1.18)

with γ the Euler’s constant. The leading order term on the r.h.s. of (1.18) has
been first derived in [68] and then rigorously established in [55], with an error
rate b−1/5. The corrections up to order b have been predicted in [1, 58, 62]. To
date, there is no rigorous proof of (1.18). Some partial result, based on the
restriction to quasi-free states, has been recently obtained in [29, Theorem 1].

Notice that, for a fixed a Eq. (1.18) leads to

e0(ρ) =
4πρ2

| log ρ|

(
1− log | log ρ|

| log ρ|
+
(
1/2 + 2γ + log(π/a2)

) 1

| log ρ|
+ o
( log | log ρ|

(log ρ)2

))
.

Extrapolating from (1.18), in the Gross-Pitaevskii regime we expect |EN −
2πN | ≤ C. While our estimate (1.15) captures the correct lower bound, the
upper bound is off by a logarithmic correction. Eq. (1.17), on the other hand, is
expected to be optimal (but of course, by (1.15), we need to choose K = C logN
to be sure that (1.16) can be satisfied).

The proof of Theorem 1.3 follows the strategy cited in the previous section
1.1, that has been recently introduced in [10]. But let us stress that there are
additional obstacles in the two-dimensional case, requiring new ideas. To ap-
preciate the difference between the case of singular interacting potentials in two
dimensions, as well as the Gross-Pitaevskii regime in two- and three-dimensions,
we can compute the energy of the trivial wave function ψN ≡ 1. The expecta-
tion of (1.10) in this state is of order N2. It is only through correlations that the
energy can approach (1.15). Also in three dimensions, uncorrelated many-body
wave functions have large energy, but in that case the difference with respect to
the ground state energy is only of order N (NV̂ (0)/2 rather than 4πa0N). This
observation is a sign that correlations in two-dimensions are stronger and play a
more important role than in three dimensions (this creates problems in handling
error terms that, in the other setting considered, were simply estimated in terms
of the integral of the potential).

Summary

The thesis is organized as follows. In Chapter 2 we introduce our setting,
based on a description of orthogonal excitations of the condensate on a truncated
Fock space. Moreover, we describe separately for the two different regimes con-
sidered in this thesis the main steps to prove Theorems 1.1 and 1.3. Namely, in
Section 2.2 we show how to renormalize the excitation Hamiltonian Hβ

N , to reg-
ularise the singular interaction, through the action of unitary operators. Section
2.3 is dedicated, analogously, to the renormalization of the Hamiltonian HGP

N .

10
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The technical bounds establishing the properties of the renormalized Hamil-
tonians described in Chapter 2 are the content of Chapter 3 (where we show
Prop. 2.4, Prop. 2.8 as well as Theorem 1.1) and Chapter 4 (where we prove
Prop. 2.11, Prop. 2.14 and Theorem 1.3).

Finally in Chapter 5 we have a look at the future perspective. Namely, the
result of Theorem 1.3, are the starting point to investigate the validity of Bogoli-
ubov theory for the Gross-Pitaevskii regime. We explain how one can obtain the
next-to-leading order term in the expansion of the ground state energy as well
as information on the low energy excitation spectrum.

We defer to Appendices A and B respectively the proof of the two crucial
Lemmas 2.10 and 2.1 establishing properties of the solution of the Neumann
problem associated with the two-body potential V in both regimes. Finally, in
Appendix C we give a sketch of the proof of Theorem 1.2, following the strategy
in [60].

11



Chapter 2

Bose-Einstein condensation: outline of
the proof

2.1 The Fock space setting: focusing on excited particles

The mathematical framework we use throughout the thesis is the Fock space,
useful to describe excitations around a Bose-Einstein condensate. It is the aim
of this section is to describe this setting, i.e. we introduce the Fock space, first
over a generic Hilbert space h, which in our model is h = L2(Λ). What follows
is well-known, we recall just some useful definitions. The reader can find proofs
and details, for instance, in [5].

We define the bosonic Fock space as the Hilbert space

F =
⊕
n≥0

hn =
⊕
n≥0

h⊗sn

where hns is the dense subspace of hn consisting of vectors that are symmetric
with respect to permutations. This space is provided with an inner product, for
Ψ,Φ ∈ F

〈Ψ, Φ〉 =
∑
n≥0

〈ψ(n), φ(n)〉

and the corresponding norm for Ψ ∈ F is given by

‖Ψ‖2 =
∑
n≥0

‖ψ(n)‖2
2.

On F we denote by Ω = {1, 0, . . . } ∈ F the vacuum vector, which describes
a state where no particles are present at all.

We can now define, for a function f ∈ h, the creation operator a∗(f) and the
annihilation operator a(f) by

(a∗(f)Ψ)(n)(x1, . . . , xn) =
1√
n

n∑
j=1

f(xj)Ψ
(n−1)(x1, . . . , xj−1, xj+1, . . . , xn)

(a(f)Ψ)(n)(x1, . . . , xn) =
√
n+ 1

∫
Λ

f̄(x)Ψ(n+1)(x, x1, . . . , xn) dx.

Indeed, a∗(f) creates a new particle with a wave function f , on the contrary a(f)
annihilates such a particle. Notice that a∗(f) is the adjoint of a(f) and that they
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satisfy the canonical commutation relations

[a(f), a∗(g)] = 〈f, g〉, [a(f), a(g)] = [a∗(f), a∗(g)] = 0

for all f, g ∈ h (here we are indicating with 〈g, h〉 the inner product on L2(h)).
In our setting, as we already said in Chapter 1, we are considering the Hilbert
space h = L2(Λ), with Λ a unit box with periodic boundary conditions. For most
of the analysis, it will be convenient for us to work in momentum space. The
plane waves ϕp(x) = e−ip·x form a basis for L2(Λ). Then, we define the operators

a∗p = a∗(ϕp), and ap = a(ϕp)

creating and, respectively, annihilating a particle with momentum p.
However, to exploit the non-negativity of the interaction potential V , some-

times it will be useful to switch to position space. For this purpose, we introduce
operator valued distributions ǎx, ǎ

∗
x such that

a(f) =

∫
f̄(x) ǎx dx, a∗(f) =

∫
f(x) ǎ∗x dx,

which in turn satisfy

[ǎx, ǎ
∗
y] = δ(x− y), [ǎx, ǎy] = [ǎ∗x, ǎ

∗
y] = 0.

The number of particles operator, defined on a dense subspace of F by (NΨ)(n) =

nψ(n) ∈ F , for any Ψ = {ψ(n)
n≥0} can be expressed both in momentum and position

space as

N =
∑
p∈Λ∗

a∗pap =

∫
ǎ∗xǎx dx .

It is then easy to check that creation and annihilation operators are bounded
with respect to the square root of N , i.e.

‖a(f)Ψ‖ ≤ ‖f‖‖N 1/2Ψ‖, ‖a∗(f)Ψ‖ ≤ ‖f‖‖(N + 1)1/2Ψ‖

for all f ∈ L2(Λ).
As we did for N , we can express the second quantization of any one-particle

operator in terms of the operator-valued distribution ǎx, ǎ
∗
x. Consider J (1) be a

one-particle operator on the space h. The second quantized operator dΓ(J (1)) on
the Fock space F is defined by

(dΓ(J (1))Ψ)(n) =
n∑
i=1

J (1)ψ(n),

where J (1) denotes the operator acting on hn as J (1) on the i-th particle and as
the identity on the other (n − 1) particles. If J (1) has integral kernel J (1)(x; y),
it is easy to show that

dΓ(J (1)) =

∫
dxdyJ (1)(x; y)a∗xay.

13
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In particular, we can use this representation to define the one-particle density
operator γ

(1)
Ψ : h→ h associated with a vector Ψ on F through its integral kernel

γ
(1)
Ψ (x; y) =

1

〈Ψ,NΨ〉
〈Ψ, ǎ∗yǎxΨ〉,

which for N -particles states coincide with the definition of γ
(1)
N in (1.3).

With the tools introduced above, we are able to rewrite Hamilton operators
of the form (1.1) (with no external potential) as follows.

HN =
∑
p∈Λ∗

p2a∗pap +
1

2

∑
p,q,r∈Λ∗

v̂(r)a∗p+ra
∗
qapaq+r (2.1)

where

v̂(k) =

∫
R2

v(x)e−ik·xdx

is the Fourier transform of v, defined for all k ∈ R2. For (1.6) and (1.10), v
is of the form v(x) = N2β−1V (Nβx) and v(x) = e2NV (eNx) respectively. In
particular, we will have

Hβ
N =

∑
p∈Λ∗

p2a∗pap +
1

2N

∑
p,q,r∈Λ∗

V̂ (r/Nβ)a∗p+ra
∗
qapaq+r (2.2)

and

HGP
N =

∑
p∈Λ∗

p2a∗pap +
1

2

∑
p,q,r∈Λ∗

V̂ (r/eN)a∗p+ra
∗
qapaq+r. (2.3)

Notice that, (1.10), (1.6) are the restriction of (2.1) to the N -particle sector of the
Fock space F . Moreover, there is a slight abuse of notation for the Hamiltonians:
the same notation is used both for L2- space and Fock space.

Next, we want to construct another Fock space. We denote by L2
⊥(Λ) the

orthogonal complement in L2(Λ) of the one dimensional space spanned by ϕ0,
which, we recall, is the zero-momentum mode in L2(Λ), normalized for all x ∈ Λ.
We construct the Fock space over L2

⊥(Λ), generated by the annihilation and
creation operators defined above a∗p with p ∈ Λ∗+ := 2πZ2 \ {0}. This will be
denoted by

F+ =
⊕
n≥0

L2
⊥(Λ)⊗sn .

Moreover, we indicate the number of particles operator on F+ as

N+ =
∑
p∈Λ∗+

a∗pap.

Our aim is to factor out particles in the Bose-Einstein condensate from low-
energy states of HN . To this end, first we need to introduce for N ∈ N the
truncated Fock space

F≤N+ =
N⊕
n=0

L2
⊥(Λ)⊗sn .

14
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Following [44, 43] for the zero-momentum mode ϕ0 ∈ L2(Λ), i.e. ϕ0(x) ≡ 1 for
all x ∈ Λ, every ψN ∈ L2

s(Λ
N) can be uniquely represented as

ψN =
N∑
n=0

αn ⊗s ϕ⊗(N−n)
0 = α0 ⊗s ϕ⊗N0 + α1 ⊗s ϕ⊗(N−1)

0 + · · ·+ αN

for a sequence αj ∈ L2
⊥(Λ)⊗sj, for all j = 0 . . . N . Here, L2

⊥(Λ)⊗sj indicates the
symmetric tensor product of j copies of the orthogonal complement L2

⊥(Λ) of ϕ0.
We can therefore introduce the unitary map UN : L2

s(Λ
N) → F≤N+ defin-

ing UN(ϕ0)ψN = {α0, α1, . . . , αN} ∈ F≤N+ . This map removes the condensate
described by the one-particle wave function ϕ0 and allows us to focus on its or-
thogonal excitations. We can also define UN identifying ψN with the Fock space
vector {0, 0, . . . , ψN , 0, . . . } and using creation and annihilation operators; we
find

UN ψN =
N⊕
n=0

(1− |ϕ0〉〈ϕ0|)⊗n
a(ϕ0)N−n√

(N − n)!
ψN

for all ψN ∈ L2
s(Λ

N). One can easily check that the U∗N : F≤N+ → L2
s(Λ

N) is
given by

U∗N {α(0), . . . , α(N)} =
N∑
n=0

a∗(ϕ0)N−n√
(N − n)!

α(n)

and that U∗NUN = 1, ie. UN is unitary.
Using UN , we can define the excitation Hamiltonian L := UNHNU

∗
N , acting on

a dense subspace of F≤N+ . From (2.1) we can compute the excitation Hamiltonian
L using the following rules, whose proof can be found in [44], describing the action
of the unitary operator UN on products of a creation and an annihilation operator
(products of the form a∗paq can be thought of as operators mapping L2

s(Λ
N) to

itself). For any p, q ∈ Λ∗+ = 2πZ2\{0},

UN a
∗
0a0 U

∗
N = N −N+

UN a
∗
pa0 U

∗
N = a∗p

√
N −N+

UN a
∗
0ap U

∗
N =

√
N −N+ ap

UN a
∗
paq U

∗
N = a∗paq.

(2.4)

It is useful to introduce generalized creation and annihilation operators

b∗p = a∗p

√
N −N+

N
, and bp =

√
N −N+

N
ap

for all p ∈ Λ∗+. Their definition is a natural consequence of the action of the map
UN . In fact, we get

U∗Nb
∗
pUN = a∗p

a0√
N
, U∗NbpUN =

a∗0√
N
ap,

15
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this means that b∗p creates a particle with momentum p ∈ Λ∗+ but, at the same
time, it annihilates a particle from the condensate. Moreover, differently from the
standard creation and annihilation operators, b∗p and bp leave the total number
of particles in the system invariant. On states exhibiting complete Bose-Einstein
condensation in the zero-momentum mode ϕ0, we have a0, a

∗
0 '
√
N and we can

therefore expect that b∗p ' a∗p and that bp ' ap. These operators satisfy the
commutation relations

[bp, b
∗
q] =

(
1− N+

N

)
δp,q −

1

N
a∗qap

[bp, bq] = [b∗p, b
∗
q] = 0.

(2.5)

Furthermore, we find

[bp, a
∗
qar] = δpqbr, [b∗p, a

∗
qar] = −δprb∗q (2.6)

for all p, q, r ∈ Λ∗+; this implies in particular that [bp,N+] = bp, [b∗p,N+] = −b∗p.
It is also useful to notice that the operators b∗p, bp, like a∗p, ap, can be bounded by
the square root of the number of particles operators; we find

‖bpξ‖ ≤ ‖N 1/2
+ ξ‖, ‖b∗pξ‖ ≤ ‖(N+ + 1)1/2ξ‖

for all ξ ∈ F≤N+ . Since N+ ≤ N on F≤N+ , the operators b∗p, bp are bounded, with

‖bp‖, ‖b∗p‖ ≤ (N + 1)1/2.
We can also define modified operator valued distributions

b̌x =

√
N −N+

N
ǎx, and b̌∗x = ǎ∗x

√
N −N+

N

in position space, for x ∈ Λ. The commutation relations (2.5) take the form

[b̌x, b̌
∗
y] =

(
1− N+

N

)
δ(x− y)− 1

N
ǎ∗yǎx

[b̌x, b̌y] = [b̌∗x, b̌
∗
y] = 0

Moreover, (2.6) translates to

[b̌x, ǎ
∗
yǎz] = δ(x− y)b̌z, [b̌∗x, ǎ

∗
yǎz] = −δ(x− z)b̌∗y

which also implies that [b̌x,N+] = b̌x, [b̌∗x,N+] = −b̌∗x.
Going back to the two settings that we are considering, we obtain on one hand

for the Hamiltonian Hβ
N ,

LβN := UNH
β
NU

∗
N = Lβ,(0)

N + Lβ,(2)
N + Lβ,(3)

N + Lβ,(4)
N
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with

Lβ,(0)
N =

V̂ (0)

2N
(N − 1)(N −N+) +

V̂ (0)

2N
N+(N −N+)

Lβ,(2)
N =

∑
p∈Λ∗+

p2a∗pap +
∑
p∈Λ∗+

V̂ (p/Nβ)

[
b∗pbp −

1

N
a∗pap

]
+

1

2

∑
p∈Λ∗+

V̂ (p/Nβ)
[
b∗pb
∗
−p + bpb−p

]
Lβ,(3)
N =

1√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/Nβ)
[
b∗p+qa

∗
−paq + a∗qa−pbp+q

]
Lβ,(4)
N =

1

2N

∑
p,q∈Λ∗+,r∈Λ∗:
r 6=−p,−q

V̂ (r/Nβ)a∗p+ra
∗
qapaq+r.

(2.7)

For the Gross-Pitaeviskii Hamiltonian Eq.(1.10) we have

LN = UNH
GP
N U∗N = L(0)

N + L(2)
N + L(3)

N + L(4)
N (2.8)

with

L(0)
N =

1

2
V̂ (0)(N − 1)(N −N+) +

1

2
V̂ (0)N+(N −N+)

L(2)
N =

∑
p∈Λ∗+

p2a∗pap +N
∑
p∈Λ∗+

V̂ (p/eN)

[
b∗pbp −

1

N
a∗pap

]
+
N

2

∑
p∈Λ∗+

V̂ (p/eN)
[
b∗pb
∗
−p + bpb−p

]
L(3)
N =

√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/eN)
[
b∗p+qa

∗
−paq + a∗qa−pbp+q

]
L(4)
N =

1

2

∑
p,q∈Λ∗+,r∈Λ∗:
r 6=−p,−q

V̂ (r/eN)a∗p+ra
∗
qapaq+r .

(2.9)

The expressions (2.7) and (2.9) show clearly why dealing with the Gross-Pitaevskii
regime is harder. Indeed, if we take the expectation on the vacuum state Ω, while
for LβN it is of order N , for LN it is of order N2. Moreover, while Lβ,(3)

N and Lβ,(4)
N

have some small factors 1/
√
N and 1/N in front, the cubic and quartic terms in

(2.9) are much larger. Indeed, the analysis of the excitation Hamiltonian LβN is
done closely following [10], while the one for the Gross-Pitaevskii regime requires
additional ideas.

In the following section we describe the analysis of LβN and LN separately,
showing how to obtain a proof of Theorems 1.1 and 1.3 respectively.

From (2.7) and (2.9) we see that conjugation with UN extracts, from the
original quartic interaction in (2.2) and (2.3), some large constant and quadratic

contributions, collected in Lβ,(0)
N , L(0)

N , and Lβ,(2)
N , L(2)

N respectively. However, in
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the two regimes we are considering, this is not enough; in fact, there are still
large contributions to the energy hidden among cubic and quartic terms in Lβ,(3)

N

and Lβ,(4)
N as well as in L(3)

N and L(4)
N for the Gross-Pitaevskii case (as we already

mentioned the expectation of LN on the vacuum state Ω is of order N2, which
is a clear indication of the fact that there are other large contributions to the
energy).

Since UN only removes products of the zero-energy mode ϕ0, correlations
among particles remain in the excitation vector UNψN . This means correlations
play a crucial role in this regime. In the following section we explain how to take
into account the correlation structure. This will lead to a renormalization of the
excitation Hamiltonians LβN and LN in Equations (2.7), (2.9) which allows us
to show condensation. As we will see, the analysis of the two regimes, although
sharing a similar strategy, requires different ideas.

2.2 Renormalization of the excitation Hamiltonian LβN
To take into account the short scale correlation structure on top of the con-

densate, we consider the ground state f` of the Neumann problem(
−∆ +

1

2N
V (x)

)
f`(x) = λ` f`(x) (2.10)

on the ball |x| ≤ Nβ`, normalized so that f`(x) = 1 for |x| = Nβ`. Notice that
also f` and λ` depend on N , but for convenience we omit its dependence. By
scaling, we observe that f`(N

β·) satisfies(
−∆ +

N2β

2N
V (Nβx)

)
f`(N

βx) = N2βλ` f`(N
βx)

on the ball |x| ≤ `. We choose 0 < ` < 1/2, so that the ball of radius ` is
contained in the box Λ = [−1/2; 1/2]2. We extend then f`(N

β.) to Λ, by setting
fN,`(x) = f`(N

βx), if |x| ≤ ` and fN,`(x) = 1 for x ∈ Λ, with |x| > `. Then(
−∆ +

N2β

2N
V (Nβ(x))

)
fN,`(x) = N2βλ` fN,`(x)χ`(x) (2.11)

where χ` is the characteristic function of the ball of radius `. The Fourier coef-
ficients of the function fN,` are given by

f̂N,`(p) :=

∫
Λ

f`(N
βx)e−ip·xdx

for all p ∈ Λ∗. We also introduce the function

w`(x) = 1− f`(x)

for |x| ≤ Nβ` and we extend it by setting w`(x) = 0 for |x| > Nβ`. Its re-scaled
version is defined by the function wN,` : Λ→ R, such that wN,`(x) = w`(N

βx) if

18
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|x| ≤ ` and wN,` = 0 if x ∈ Λ with |x| > `.

The Fourier coefficients of the re-scaled function wN,` are given by

ŵN,`(p) =

∫
Λ

w`(N
βx)e−ip·xdx = N−2βŵ`(p/N

β). (2.12)

We find f̂N,`(p) = δp,0 −N−2βŵ`(p/N
β). From the Neumann problem (2.11) we

obtain

−p2N−2βŵ`(p/N
β)+

1

2N

∑
q∈Λ∗

V̂ ((p−q)/Nβ)f̂N,`(q) = N2βλ`
∑
q∈Λ∗

χ̂(p−q)f̂N,`(q),

(2.13)
where we used the notation χ̂` for the Fourier coefficients of the characteristic
function on the ball of radius `. Note that χ̂`(p) = `2 χ̂(`p), with χ̂(p) the Fourier
coefficients of the characteristic function on the ball of radius one.
In the next lemma, we collect some important properties of the solution of (2.11).

Lemma 2.1. Let V ∈ L2(R2) be non-negative, compactly supported (with range
R0) and spherically symmetric, and denote its scattering length by a. Fix 0 <
` < 1/2, Nβ` > 0 sufficiently large and let f` denote the solution of (2.10). Then

i)
0 ≤ f`(x) ≤ 1 ∀x ∈ R2 : |x| ≤ Nβ`

ii) We have ∣∣∣∣∣λ` − 1

(Nβ`)2

V̂ (0)

2πN

(
1− V̂ (0)

4πN
log(Nβ)

)∣∣∣∣∣ ≤ C

(Nβ`)2N2

iii) We have∣∣∣∣∣ 1

N

∫
dxV (x)f`(x)− V̂ (0)

N

(
1− V̂ (0)

4πN
log(Nβ)

)∣∣∣∣∣ ≤ C

N2
(2.14)

iv) There exists a constant C > 0 such that

|w`(x)| ≤ C if |x| ≤ R0∣∣∣∣∣w`(x)− V̂ (0)

4πN
log
(
Nβ`/|x|

)∣∣∣∣∣ ≤ C

N
if R0 ≤ |x| ≤ Nβ`.

(2.15)

v) There exists a constant C > 0 such that

|∇w`(x)| ≤ C

N

1

|x|+ 1
.
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vi) Let wN,` = 1 − fN,` with fN,` = f`(N
βx). Then for the Fourier coefficients

of the function wN,` defined in (2.12) the following holds

|ŵN,`(p)| ≤
c

p2N
. (2.16)

Proof. The proof of points i)-v) is deferred to Appendix B. To prove point vi)
we use the scattering equation (2.13):

ŵ`(p/N
β) =

N2β

2p2

∑
q∈Λ∗

V̂ ((p− q)/Nβ)f̂N,`(q)−
N4β

p2
λ`
∑
q∈Λ∗

χ̂`(p− q)f̂N,`(q).

Using the fact that N2βλ` ≤ C`−2N−1, from point ii), and that f` ≤ 1, we end
up with

|ŵ`(p/Nβ)| ≤ N2β

2p2

[
1

N

∣∣(V̂ (·/Nβ) ∗ f̂N,`)(p)
∣∣+ 2N2βλ`

∣∣(χ̂` ∗ f̂N,`)(p)∣∣]
≤ N2β

2p2

[
1

N
(V̂ (·/Nβ) ∗ f̂N,`)(0) +

C

`2N
(χ̂` ∗ f̂N,`)(0)

]
≤ N2β

2p2

[
1

N

∫
V (x)f`(x)dx+

C

`2N

∫
χ`(x)f`(N

βx)dx

]
≤ C

N2β

p2N
.

We now define the function η̌ : Λ → R through its Fourier coefficients η :
Λ∗ → R

ηp = −NŵN,`(p) = −N1−2βŵ`(p/N
β). (2.17)

Using Lemma 2.10, we can bound

|ηp| ≤
C

|p|2
(2.18)

for all p ∈ Λ∗+ = 2πZ2\{0}, and for some constant C > 0 independent of N
and ` ∈ (0; 1

2
), if N is large enough. We can also rewrite the scattering equation

(2.13) in terms of ηp, we find

p2ηp +
1

2
(V̂ (·/Nβ) ∗ f̂N,`)(p) = N1+2βλ`(χ̂` ∗ f̂N,`)(p) (2.19)

or equivalently, expressing the other terms through the coefficients ηp,

p2ηp +
1

2
V̂ (p/Nβ) +

1

2N

∑
q∈Λ∗

V̂ ((p− q)/Nβ)ηq

= N1+2βλ`χ̂`(p) +N2βλ`
∑
q∈Λ∗

χ̂`(p− q)ηq.
(2.20)
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Moreover, with the bounds in (2.15), we can estimate the L2-norm as

‖η‖2 = ‖η̌‖2 = C

∫
log2(`/|x|)χ(|x| ≤ `)d2x ≤ C`2. (2.21)

For α > 0, we now want to define the momentum set

PH = {p ∈ Λ∗+ : |p| ≥ `−α},

with ` ∈ (0; 1/2). We set

ηH(p) = ηp χ(p ∈ PH) = ηpχ(|p| ≥ `−α) . (2.22)

Eq. (2.18) implies that
‖ηH‖ ≤ C`α. (2.23)

Notice that for α > 1, the last bound improves (2.21). For our analysis, this
improvement, due to the cutoff on high momenta, will be crucial. We will mostly
use the coefficients ηp with p 6= 0. Sometimes, however, it will be useful to have
an estimate on η0 (because Eq. (2.20) involves η0). From (2.17) and Lemma 2.1,
part iii) we find

|η0| ≤ N

∫
|x|≤`

w`(N
βx)d2x ≤ C

∫
|x|≤`
| log(`/|x|)|d2x ≤ C`2 . (2.24)

We can also consider some bounds for the function η̌. Writing

ηH(p) = ηp − ηpχ(|p| ≤ `−α),

we obtain

η̌H(x) = η̌(x)−
∑
p∈Λ∗:
|p|≤`−α

ηpe
ip·x = −Nw`(Nβx)−

∑
p∈Λ∗:
|p|≤`−α

ηpe
ip·x.

We thus find

|η̌H(x)| ≤ C logNβ +
∑
p∈Λ∗:
|p|≤`−α

|p|−2 ≤ C
(

logNβ + α log `
)
≤ C logNβ (2.25)

for all x ∈ Λ, α independent on N and N ∈ N large enough. Moreover, the
H1-norms of η diverge, as N → ∞. From (2.17) and Lemma 2.1, part iv) we
find

‖η̌H‖2
H1
≤ ‖η̌‖2

H1
=

∫
|x|≤`

N2|∇w`(Nβx)|2d2x

=

∫
|x|≤Nβ`

N2|∇w`(x)|2d2x

≤ C

∫
|x|≤Nβ`

1

(|x|+ 1)2
d2x ≤ C logN

for all ` ∈ (0; 1/2) and N ∈ N large enough.

21



Bose-Einstein condensation: outline of the proof

2.2.1 Quadratic renormalization

To factor out correlation, one could think to conjugate LβN with a Bogoliubov
transformation of the form

eB̃ = exp

1

2

∑
p∈Λ∗+

(
ηpa
∗
pa
∗
−p − η̄papa−p

) (2.26)

defined through the standard creation and annihilation operators, where the coef-
ficient ηp is defined as in 2.17. This idea was used first in [27] and later exploited
in [4] to study the effective dynamics of large system of bosons in the Gross-
Pitaevskii regime. Although the action of standard Bogoliubov transformation
on creation and annihilation operators can be explicitly written as (see [4], [3,
Chapter 2.2])

e−B̃ape
B̃ = cosh(ηp)ap + sinh(ηp)a

∗
−p

this unitary operator does not leave the truncated Fock space F≤N+ invariant.
This is why we need to define generalized Bogoliubov transformation through the
anti-symmetric operator

B =
1

2

∑
p∈Λ∗+

(
ηpb
∗
pb
∗
−p − η̄pbpb−p

)
(2.27)

with η−p = ηp for all p ∈ Λ∗+, and we consider the unitary operator

eB = exp

1

2

∑
p∈Λ∗+

(
ηpb
∗
pb
∗
−p − η̄pbpb−p

) . (2.28)

Their action ensures that the truncated Fock space F≤N+ remains invariant. They
have been first introduced in [17] (in position space) and then translated to
the momentum space in [7]. Their definition and their main properties will be
discussed in this subsection.

Conjugation with (2.28) leaves the number of particles essentially invariant,
as confirmed by the following lemma.

Lemma 2.2. Assume B is defined as in (2.27), with η ∈ `2(Λ∗) and ηp = η−p
for all p ∈ Λ∗+. Then, for every n ∈ N there exists a constant C > 0 such that,

on F≤N+ ,
e−B(N+ + 1)neB ≤ CeC‖η‖(N+ + 1)n . (2.29)

as an operator inequality on F≤N+ .

The proof of (2.29) can be found in [17, Lemma 3.1] (a similar result has been
previously established in [70]).

We collect now important properties about the action of unitary operators of
the form eB, as defined in (2.28). As shown in [7, Lemma 2.5 and 2.6] (or see
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[10, Lemma 3.2]), we have, if ‖η‖ is sufficiently small,

e−Bbpe
B =

∞∑
n=0

(−1)n

n!
ad

(n)
B (bp)

e−Bb∗pe
B =

∞∑
n=0

(−1)n

n!
ad

(n)
B (b∗p)

(2.30)

where the series converge absolutely and adB is defined recursively as

ad
(0)
B (A) = A and ad

(n)
B (A) = [B, ad

(n−1)
B (A)].

To confirm the expectation that generalized Bogoliubov transformation act simi-
larly to standard Bogoliubov transformations, on states with few excitations, we
define from (2.30) (for ‖η‖ small enough) the remainder operators dp, d

∗
p

e−Bbqe
B = γqbq + σqb

∗
−q + dq, e−Bb∗qe

B = γqb
∗
q + σqb−q + d∗q (2.31)

where we introduced the notation γq = cosh(ηq) and σq = sinh(ηq). An explicit
definition of the operators dp, d

∗
p can be found in [10, Eq. 3.17]. It will also be

useful to introduce remainder operators in position space. For x ∈ Λ, we define
the operator valued distributions ďx, ď

∗
x through

e−B b̌xe
B = b(γ̌x) + b∗(σ̌x) + ďx, e−B b̌∗xe

B = b∗(γ̌x) + b(σ̌x) + ď∗x (2.32)

where γ̌x(y) =
∑

q∈Λ∗ cosh(ηq)e
iq·(x−y) and σ̌x(y) =

∑
q∈Λ∗ sinh(ηq)e

iq·(x−y).
Throughout our analysis we are going to use pointwise bounds for the quan-

tities defined above, namely, γq, σq as well as γ̌x(y) = δ(x) + ř(x), σ̌x(y). In mo-
mentum space, using their definitions and expanding the hyperbolic functions
we have that for all q ∈ Λ∗+

|σq| ≤ |ηq| ≤
C

|q|2
, |σq − ηq| ≤ |ηq|3 ≤

C

|q|6
, |γq| ≤ C,

|γq − 1| ≤ |ηq|2 ≤
C

|q|4
, |γqσq − ηq| ≤ |(1 + ηq)(ηq + η3

q )− ηq| ≤ |ηq|3 ≤
C

|q|6
.

(2.33)

In position space, we obtain from (2.25) the estimates

‖σ̌‖2 ≤ C, ‖σ̌‖∞ ≤ C logN, ‖σ̌ ∗ γ̌‖∞ ≤ C logN .

The definition of operators dp, d
∗
p will be crucial in the analysis shown in

Chapter 3.
The next lemma is from [10, Lemma 3.4] and gives us estimates necessary in

our analysis

Lemma 2.3. Let η ∈ `2(Λ∗+), n ∈ Z. For p ∈ Λ∗+, let dp be defined as in (2.31).
If ‖η‖ is small enough, there exists C > 0 such that

‖(N+ + 1)n/2dpξ‖ ≤
C

N

[
|ηp|‖(N+ + 1)(n+3)/2ξ‖+ ‖η‖‖bp(N+ + 1)(n+2)/2ξ‖

]
,

‖(N+ + 1)n/2d∗pξ‖ ≤
C

N
‖η‖ ‖(N+ + 1)(n+3)/2ξ‖

(2.34)
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for all p ∈ Λ∗+, ξ ∈ F
≤N
+ . With ¯̄dp = dp + N−1

∑
q∈Λ∗+

ηqb
∗
qa
∗
−qap, we also have,

for p 6∈ supp η, the improved bound

‖(N+ + 1)n/2 ¯̄dpξ‖ ≤
C

N
‖η‖2‖ap(N+ + 1)(n+2)/2ξ‖. (2.35)

In position space, with ďx defined as in (2.32), we find

‖(N+ + 1)n/2ďxξ‖ ≤
C

N
‖η‖
[
‖(N+ + 1)(n+3)/2ξ‖+ ‖bx(N+ + 1)(n+2)/2ξ‖

]
. (2.36)

Furthermore, letting ˇ̄dx = ďx + (N+/N)b∗(η̌x), we find

‖(N+ + 1)n/2ǎy
ˇ̄dxξ‖

≤ C

N

[
‖η‖2‖(N+ + 1)(n+2)/2ξ‖+ ‖η‖|η̌(x− y)|‖(N + 1)(n+2)/2ξ‖

+ ‖η‖‖ǎx(N+ + 1)(n+1)/2ξ‖+ ‖η‖2‖ǎy(N+ + 1)(n+3)/2ξ‖

+ ‖η‖‖ǎxǎy(N + 1)(n+2)/2ξ‖
] (2.37)

and, finally,

‖(N+ + 1)n/2ďxďyξ‖

≤ C

N2

[
‖η‖2‖(N+ + 1)(n+6)/2ξ‖+ ‖η‖|η̌(x− y)|‖(N+ + 1)(n+4)/2ξ‖

+ ‖η‖2‖ax(N+ + 1)(n+5)/2ξ‖+ ‖η‖2‖ay(N+ + 1)(n+5)/2ξ‖

+ ‖η‖2 ‖axay(N+ + 1)(n+4)/2ξ‖
] (2.38)

for all ξ ∈ F≤n+ .

From [10, Corollary 3.3] and Lemma 2.3 next corollary follows. This controls
the double commutator of the remainder operators dp, d

∗
p with smooth functions

f(N+/M) of the number of particles operator, varying on the scale M . This will
be necessary to localize the number of particles operator in Prop. 2.5.

Corollary 2.1. Let f : R → R be smooth and bounded. For M ∈ N\{0}, let
fM = f(N+/M). The bounds in (2.34), (2.36) and (2.37) remain true if we

replace, on the left hand side, dp by [fM , [fM , dp]],
¯̄dp by [fM , [fM ,

¯̄dp]], ďx by

[fM , [fM , ďx]], ǎy
ˇ̄dx by [fM , [fM , ǎy

ˇ̄dx]] and ďxďy by [fM , [fM , ďxďy]] and, on the
right hand side, the constant C by CM−2‖f ′‖2

∞. For example, the first bound in
(2.34) becomes∥∥(N+ + 1)n/2[fM , [fM , dp]]ξ

∥∥
≤ C‖f ′‖2

∞
NM2

[
|ηp|‖(N+ + 1)(n+3)/2ξ‖+ ‖η‖‖bp(N+ + 1)(n+2)/2ξ‖

]
.
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We can now construct the generalized Bogoliubov transformation as in (2.28),
with the coefficients introduced in (2.22), eBH : F≤N+ → F≤N+ . With eBH , we

define a new, renormalized, excitation Hamiltonian GβN,` : F≤N+ → F≤N+ by setting

GβN,` = e−BHLβNe
BH = e−BHUNH

β
NU

∗
Ne

BH . (2.39)

Notice that GβN,` depends also on α, which appears in the definition of the unitary

operator eBH . For convenience we do not keep track of its dependence in the
notation of GβN,`.

In the next proposition, we collect some important properties of the renor-
malized excitation Hamiltonian GβN,`. In the following, we will use the notation

K =
∑
p∈Λ∗+

p2a∗pap and VβN =
1

2N

∑
p,q∈Λ∗+,r∈Λ∗:
r 6=−p,−q

V̂ (r/Nβ)a∗p+ra
∗
qaq+rap (2.40)

for the kinetic and potential energy operators, restricted on F≤N+ . We will also
write

Hβ
N = K + VβN .

Proposition 2.4. Let V ∈ L2(R2) be compactly supported, pointwise non-negative
and spherically symmetric. Let GβN,` be defined as in (2.39) and let

Gβ,eff
N,` :=

[
V̂ (0)

2
− V̂ (0)2

8πN
logNβ

]
(N −N+)

+

[
V̂ (0)

2
+
V̂ (0)2

8πN
logNβ

]
N+

(
N −N+

N

)
+ V̂ (0)

∑
p∈P cH

a∗pap

(
1− N+

N

)
+
V̂ (0)

2

∑
p∈P cH

(
bpb−p + b∗−pb

∗
p

)
+

1√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/Nβ)
[
b∗p+qa

∗
−paq + h.c.

]
+Hβ

N ,

(2.41)

where P c
H = Λ∗+ \ PH . Then for all α > 1, ` ∈ (0; 1/2) there exists a constant

C > 0 such that EβN,` = GβN,` − G
β,eff
N,` is bounded by

±EβN,` ≤ C`α−1Hβ
N + C| log `|. (2.42)

for all N large enough. Moreover, there exists a constant C > 0 such that

±
[
f(N+/M),

[
f(N+/M), EβN,`

]]
≤ C`α−1M−2‖f ′‖2

∞
(
Hβ
N + 1

)
(2.43)

for all α > 1, ` ∈ (0; 1/2) small enough, f : R→ R smooth and bounded, M ∈ N
and N ∈ N large enough.
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The analysis of GβN,` as well as the proof Prop. 2.4 will be discussed in details

in Chapter 3. In the next proposition we give more detailed information on GβN,`
as well as a localization estimate for the renormalized Hamiltonian.

Proposition 2.5. Let V ∈ L2(R2) be compactly supported, pointwise non-negative
and spherically symmetric. Then the lower bound

GβN,` ≥
V̂ (0)

2
N − V̂ (0)2

8π
logNβ + cHβ

N − CN+ − C| log `|, (2.44)

holds true for all α > 1, ` ∈ (0; 1/2) small enough, N ∈ N large enough. Under
the same conditions we can also write

GβN,` =
V̂ (0)

2
N − V̂ (0)2

8π
logNβ +Hβ

N + θβN,` (2.45)

where for every δ > 0 there exists a constant C > 0 such that

± θβN,` ≤ δHβ
N + C | log `|(N+ + 1), (2.46)

and there exists a constant C > 0 such that

±
[
f(N+/M),

[
f(N+/M), θβN,`

]]
≤ C | log `|1/2M−2‖f ′‖2

∞
(
Hβ
N + 1

)
(2.47)

for all α > 1, ` ∈ (0; 1/2) small enough, f : R→ R smooth and bounded, M ∈ N
and N ∈ N large enough.

Moreover, Let f, g : R→ [0; 1] be smooth, with f 2(x)+g2(x) = 1 for all x ∈ R.
For M ∈ N, let fM := f(N+/M) and gM := g(N+/M). There exists C > 0 such
that

GβN,` = fM GβN,` fM + gM GβN,` gM + EβM (2.48)

with

±EβM ≤
C | log `|1/2

M2

(
‖f ′‖2

∞ + ‖g′‖2
∞
)(
Hβ
N + 1

)
for all α > 1, ` ∈ (0; 1/2) small enough, M ∈ N and N ∈ N large enough.

Proof. First we prove (2.44),(2.45) and the bound in (2.47). We have to con-

trol the off-diagonal quadratic term V̂ (0)
2

∑
p∈P cH

(
bpb−p + b∗−pb

∗
p

)
and the cubic

term 1√
N

∑
p,q∈Λ∗+:p+q 6=0 V̂ (p/Nβ)

[
b∗p+qa

∗
−paq + h.c.

]
appearing in Gβ,eff

N,` , defined

in (2.41). We observe, first of all, that∣∣∣ V̂ (0)

2

∑
p∈P cH

〈ξ, (bpb−p + b∗−pb
∗
p)ξ〉

∣∣∣ ≤ V̂ (0)

2

∑
p∈P cH

‖(N+ + 1)1/2ξ‖‖bpξ‖

≤ C| log `|1/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖ .

(2.49)

Moreover, we have

[fM , [fM , bpb−p]]

= fM(fM bpb−p − bpb−pfM)− (fM bpb−p − bpb−pfM)fM

= f(N+/M)2bpb−p − 2f(N+/M)f(N+ + 2/M)bpb−p + f(N+ + 2/M)2bpb−p

= (f(N+/M)− f((N+ + 2)/M))2bpb−p,
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where we used the definition of fM , and the equality f(N+ + 1)ap = apf(N+).
Using this identity and a similar one for [fM , [fM , b

∗
pb
∗
−p]], we also obtain

∣∣∣ V̂ (0)

2

∑
p∈P cH

〈ξ,
[
fM ,

[
fM ,

(
bpb−p + b∗pb

∗
−p
)]]

ξ〉
∣∣∣

≤ CM−2| log `|1/2‖f ′‖2
∞‖(N+ + 1)1/2ξ‖‖K1/2ξ‖.

(2.50)

On the other hand, it is possible to show an improved lower bound for the
operator on the l.h.s. of (2.49), by noticing that, for an arbitrary δ > 0,

0 ≤
∑
p∈P cH

(
√
δ|p|b∗p +

V̂ (0)

2
√
δ|p|

b−p

)(
√
δ|p|bp +

V̂ (0)

2
√
δ|p|

b∗−p

)

= δ
∑
p∈P cH

p2b∗pbp +
V̂ (0)2

4δ

∑
p∈P cH

1

p2
b−pb

∗
−p +

V̂ (0)

2

∑
p∈P cH

(b−pbp + b∗pb
∗
−p).

From commutation relations in (2.5), we have

b−pb
∗
−p = b∗−pb−p + (1−N+/N)−N−1a∗−pa−p .

Observing that

b∗pbp = a∗p
N −N+

N
ap ≤ a∗pap

and that
∑

p∈P cH
|p|−2 ≤ C| log `|, we conclude that there exists a constant C > 0,

independent of ` ∈ (0; 1/2) and of N , such that

V̂ (0)

2

∑
p∈P cH

(b−pbp + b∗pb
∗
−p) ≥ −δK − Cδ−1N+ − Cδ−1| log `| (2.51)

for any δ > 0. As for the cubic term on the r.h.s. of (2.91), we have, switching
to position space,∣∣∣ 1√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/Nβ)〈ξ,
(
b∗p+qa

∗
−paq + h.c.

)
ξ〉
∣∣∣

≤ N1/2

∫
Λ2

dxdy N2β−1V (Nβ(x− y))‖ǎxξ‖‖ǎxǎyξ‖ ≤ C‖(N+ + 1)1/2ξ‖‖(VβN)1/2 ξ‖

(2.52)

and analogously∣∣∣ 1√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/Nβ)〈ξ,
[
fM ,

[
fM ,

(
b∗p+qa

∗
−paq + h.c.

)]]
ξ〉
∣∣∣

≤ CM−2‖f ′‖2
∞‖(N+ + 1)1/2ξ‖‖(VβN)1/2 ξ‖.

(2.53)
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Combining (2.42) with (2.49) and (2.52), we obtain (2.46). From (2.42), (2.51)
and (2.52), we infer (2.44). Combining instead the bound in (2.43), with (2.50)
and (2.53) we find (2.47), since all other contributions to Gβ,eff

N,` commute with

N+. Next, we prove (2.48). One can easily check that GβN,` can be rewritten as
(see also [53, 44])

GβN,` = fMGβN,`fM + gMGβN,`gM +
1

2

(
[fM , [fM ,GβN,`]] + [gM , [gM ,GβN,`]]

)
.

Writing as in (2.45), GβN,` = DN+Hβ
N+θβN,`, withDN = V̂ (0)N/2 −V̂ (0)2(logNβ)/8π,

and noticing that DN and Hβ
N commute with fM , gM , and using the bound in

(2.43), we conclude that

±
(

[fM , [fM ,GβN,`]] + [gM , [gM ,GβN,`]]
)
≤ C | log `|1/2

M2

(
‖f ′M‖2

∞ + ‖g′M‖2
∞
)(
Hβ
N + 1

)
.

2.2.2 Cubic Renormalization

Conjugation through the generalized Bogoliubov transformation (2.28) is not
enough to prove Theorem 1.1. In order to estimate the number of excitations
N+ through the energy and show Bose-Einstein condensation, we still need to
renormalize the cubic term on the last line (2.41).

To obtain this, we conjugate the main part of GβN,`, namely Gβ,eff
N,` , with an addi-

tional unitary operator, given by the exponential of the anti-symmetric operator
AH : F≤N+ → F≤N+

AH :=
1√
N

∑
r∈PH ,v∈P cH

ηr
[
b∗r+va

∗
−rav − h.c.

]
, (2.54)

with coefficients ηH(p) defined as in (2.22) and

P c
H = Λ∗+ \ PH = {p ∈ Λ∗+ : |p| ≤ `−α} ,

for ` ∈ (0; 1/2), α > 1 introduced to make the norm of ηp small.
An important observation is that while conjugation with eAH allows to renor-

malize the large contribution in GβN,`, it does not substantially change the number
of excitations. The following proposition can be proved as in [10, Proposition
5.1].

Proposition 2.6. Suppose that AH is defined as in (2.54). For any k ∈ N there
exists a constant C > 0 such that the operator inequality

e−AH (N+ + 1)keAH ≤ C(N+ + 1)k

holds true on F≤N+ , for all α > 0, and N large enough.

We will need to control also the growth of the expectation of the total energy
operator Hβ

N = K + VβN with respect to the cubic conjugation, as stated in the
following lemma.
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Proposition 2.7. There exists a constant C > 0 such that

e−sAHHβ
N e

sAH ≤ CHβ
N + C | log `| (N+ + 1) (2.55)

for all α > 0, s ∈ [0; 1] and N ∈ N large enough.

The proof of Prop. 2.7 can be found in Chapter 3, Section 3.2. We now use
the cubic phase eAH to introduce a new excitation Hamiltonian, defining

Rβ
N,` := e−AH Gβ,eff

N,` e
AH (2.56)

on a dense subset of F≤N+ . The operator Gβ,eff
N,` is defined as in (2.41).This allows

us to show the following proposition.

Proposition 2.8. Let V ∈ L2(R2) be compactly supported, pointwise non-negative
and spherically symmetric. Then, for all α > 1, there exists a constant C > 0
such that

Rβ
N,` ≥

V̂ (0)

2
N − V̂ (0)2

8π
logNβ +

(
1− C `α log `

)
Hβ
N − C`

−2αN 2
+/N − C`−2α

(2.57)

for all ` ∈ (0; 1/2) small enough and N large enough.

As for GβN,`, the detailed analysis of Rβ
N,` and the proof of Proposition 2.8 will

be given in Chapter 3.

2.2.3 Proof of Theorem 1.1

To show Theorem 1.1 we will use Theorem 1.2, as stated in Section 1.1, which
shows Bose-Einstein condensation for approximate minimizers of the Hamilto-
nian (1.6). The next proposition combines the results of Prop. 2.4, Prop. 2.5
and Prop. 2.8 with Theorem 1.2. We make use of localization of the number of
particles techniques, a technique borrowed from Lewin-Nam-Serfaty-Solovej [44]
(inspired by previous work of Lieb-Solovej [53]).

Proposition 2.9. Let V ∈ L2(R2) be compactly supported, pointwise non-negative
and spherically symmetric. Let GβN,` be the renormalized excitation Hamiltonian
defined as in (2.86). Then, for every α > 1, ` ∈ (0; 1/2) small enough, there
exist constants C, c > 0 such that

GβN,` −
V̂ (0)

2
N +

V̂ (0)2

8π
logNβ ≥ cN+ − C (2.58)

for all N ∈ N sufficiently large.

Proof. As in Proposition 2.5, let f, g : R→ [0; 1] be smooth, with f 2(x)+g2(x) =
1 for all x ∈ R. Moreover, assume that f(x) = 0 for x > 1 and f(x) = 1 for
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x < 1/2, we fix M = `3αN , and we set fM = f(N+/M), gM = g(N+/M). We
also define

DN =
V̂ (0)

2
N − V̂ (0)2

8π
logNβ . (2.59)

It follows from Proposition 2.5, Eq. (2.48) that

GβN,` −DN ≥ fM
(
GβN,` −DN

)
fM + gM

(
GβN,` −DN

)
gM

− C| log `|1/2 `−6αN−2(Hβ
N + 1) .

(2.60)

Let us consider the first term on the r.h.s. of (2.60). From Prop. 2.4, there
exists C > 0 such that

GβN,` −DN ≥ Gβ,eff
N,` −DN − C`α−1Hβ

N − C | log `|

and also, from (2.45),

GβN,` −DN ≥
1

2
Hβ
N − CN+ − C | log `| (2.61)

for all α > 1, ` ∈ (0; 1/2) small enough and N large enough. The last two bounds
combined together imply that

GβN,` −DN ≥ (1− C`α−1)
(
Gβ,eff
N,` −DN

)
− C`α−1N+ − C | log `|,

and in turn, for ` > 0 small enough,

GβN,` −DN ≥
1

2

(
Gβ,eff
N,` −DN

)
− C`α−1N+ − C | log `|.

Now, using Prop. 2.8, choosing α > 1 we find

fM(GβN,` −DN)fM

≥ 1

2
fM

(
Gβ,eff
N,` −DN

)
fM − C`α−1f 2

MN+ − C| log `|f 2
M

≥ 1

2
fMe

AH

[
(1− C`α| log `| )Hβ

N − C`
−2αN 2

+

N
− C`−2α

]
e−AHfM

− C`α−1f 2
MN+ − C | log `|f 2

M

≥ 1

2
fMe

AH
[
(1− C`α| log `| )Hβ

N − C`
αN+

]
e−AHfM − C`α−1f 2

MN+ − C`−2αf 2
M ,

where in the last inequality, we used Prop. 2.6 to estimate

fMe
−AHN 2

+e
AHfM ≤ CfM(N+ + 1)2fM

≤ CN`3αfM(N+ + 1)fM ≤ CN`3αfMe
−AH (N+ + 1)eAHfM

due to the choice of M = `3αN . Since now N+ ≤ CK ≤ CHβ
N , we obtain that,

for ` ∈ (0; 1/2) small enough,

fM
(
GβN,` −DN

)
fM ≥ CfMe

AHN+e
−AHfM − C`α−1f 2

MN+ − C`−2αf 2
M .
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With Prop. 2.6, we conclude that, again for ` > 0 small enough,

fM

(
GβN,` −DN

)
fM ≥ Cf 2

MN+ − C`−2αf 2
M . (2.62)

We now focus on the second term on the r.h.s. of (2.60). We want that Eq.
(2.62) holds true, so we keep ` > 0 fixed, and we will only worry about the
dependence on N . We claim that there exists a constant C > 0 such that

gM
(
GβN,` −DN

)
gM ≥ gM

(
GβN,` − V̂ (0)N/2

)
gM ≥ CNg2

M (2.63)

for all N sufficiently large. To prove (2.63) we observe that, since g(x) = 0 for
all x ≤ 1/2,

gM

(
GβN,` − V̂ (0)N/2

)
gM ≥

[
inf

ξ∈F≤N≥M/2:‖ξ‖=1

1

N
〈ξ,GβN,`ξ〉 −

V̂ (0)

2

]
Ng2

M

where F≤N≥M/2 = {ξ ∈ F≤N+ : ξ = χ(N+ ≥ M/2)ξ} is the subspace of F≤N+ where

states with at least M/2 excitations are described (recall that M = `3αN). To
prove (2.63) it is enough to show that there exists C > 0 with

inf
ξ∈F≤N≥M/2:‖ξ‖=1

1

N
〈ξ,GβN,` ξ〉 −

V̂ (0)

2
≥ C (2.64)

for all N large enough. From Theorem 1.2 we know that

inf
ξ∈F≤N≥M/2:‖ξ‖=1

1

N
〈ξ,GβN,` ξ〉 −

V̂ (0)

2
≥ inf

ξ∈F≤N+ :‖ξ‖=1

1

N
〈ξ,GβN,`ξ〉 −

V̂ (0)

2

=
Eβ
N

N
− V̂ (0)

2
→ 0

as N →∞. Hence, if we assume by contradiction that (2.64) does not hold true,
then we can find a subsequence Nj →∞ with

inf
ξ∈F

≤Nj
≥Mj/2

:‖ξ‖=1

1

Nj

〈ξ,GβNj ,` ξ〉 −
V̂ (0)

2
→ 0

as j → ∞ (here we used the notation Mj = `3αNj). This implies that there

exists a sequence ξNj ∈ F
≤Nj
≥Mj/2

with ‖ξNj‖ = 1 for all j ∈ N such that

lim
j→∞

1

Nj

〈ξNj ,G
β
Nj ,`

ξNj〉 =
V̂ (0)

2
.

Let now S := {Nj : j ∈ N} ⊂ N and denote by ξN a normalized minimizer of

GβN,` for all N ∈ N \ S. Setting ψN = U∗Ne
BHξN , for all N ∈ N, we obtain that

‖ψN‖ = 1 and that

lim
N→∞

1

N
〈ψN , Hβ

NψN〉 = lim
N→∞

1

N
〈ξN ,GβN,` ξN〉 =

V̂ (0)

2
.
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In other words, the sequence ψN is an approximate ground state of HN . From
(1.9), we conclude that ψN exhibits complete Bose-Einstein condensation in the
zero-momentum mode ϕ0, meaning that

lim
N→∞

(
1− 〈ϕ0, γNϕ0〉

)
= 0 .

Using Lemma 2.2 and the rules (2.4), we observe that

1

N
〈ξN ,N+ξN〉 =

1

N
〈e−BHUNψN ,N+e

−BHUNψN〉

≤ C

N
〈ψN , U∗N(N+ + 1)UNψN〉

=
C

N
+ C

[
1− 1

N
〈ψN , a∗(ϕ0)a(ϕ0)ψN〉

]
=
C

N
+ C [1− 〈ϕ0, γNϕ0〉]→ 0

(2.65)

as N → ∞. On the other hand, for N ∈ S = {Nj : j ∈ N}, we have ξN =
χ(N+ ≥M/2)ξN and therefore

1

N
〈ξN ,N+ξN〉 ≥

M

2N
=
`3α

2

in contradiction with (2.65). This proves (2.64), (2.63) and therefore also

gM
(
GβN,` −DN

)
gM ≥ CN+g

2
M . (2.66)

Inserting (2.62) and (2.66) on the r.h.s. of (2.60), we obtain that

GβN,` −DN ≥ CN+ − CN−2Hβ
N − C (2.67)

for N large enough (the constants C are now allowed to depend on `, since ` has
been fixed once and for all after (2.62)). From Eq. (2.67) together with (2.61),
we obtain

GβN,` −DN ≥ CN+ − CN−2Hβ
N − C

≥ CN+ − CN−2(GβN,` −DN)− CN−2N+ − CN−2| log `|,

which clearly leads to (2.58).

We are now ready to show our main theorem.

Proof of Theorem 1.1. First of all, (2.45) and (2.46) in Prop. 2.4 imply that

GβN,` −DN ≤ 2Hβ
N + CN+ + C

with DN defined in (2.59). With the vacuum Ω as trial state, we obtain the upper
bound Eβ

N ≤ DN + C for the ground state energy Eβ
N of GβN,` (which coincides

with the ground state energy of Hβ
N). With Eq. (2.58), we also find the lower

bound Eβ
N ≥ DN − C. This proves (1.7).
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Let now be ψN ∈ L2
s(Λ

N) with ‖ψN‖ = 1 and

〈ψN , Hβ
NψN〉 ≤ DN +K .

We define the excitation vector ξN = e−BHUNψN . Then ‖ξN‖ = 1 and, recalling
that GβN,` = e−BHUNH

β
NU

∗
Ne

BH , we have

〈ξN ,N+ξN〉 ≤ C
〈
ξN ,
(
GβN,` −DN

)
ξN
〉

+ C ≤ C(K + 1) .

If γN denotes the one-particle reduced density matrix associated with ψN , we
obtain

1− 〈ϕ0, γNϕ0〉 = 1− 1

N
〈ψN , a∗(ϕ0)a(ϕ0)ψN〉

= 1− 1

N
〈U∗NeBHξN , a∗(ϕ0)a(ϕ0)U∗Ne

BHξN〉

=
1

N
〈eBHξN ,N+e

BHξN〉 ≤
C

N
〈ξN ,N+ξN〉 ≤

C(K + 1)

N

which concludes the proof of (1.8).

2.3 Renormalization of the excitation Hamiltonian LN
In this section, we proceed as in Section 2.2. Namely, we will suitably renor-

malize the Gross-Pitaevskii excitation Hamiltonian LN defined in Eq. (2.9). This
section follows [20, Section 3, 4, 5], a joint work with Serena Cenatiempo and
Benjamin Schlein.

As before we consider the scattering problem associated to the Gross-Pitaevskii
interaction to take into account the short scale correlation structure on top of
the condensate. In particular, we consider the solution f`

1 of the equation(
−∆ +

1

2
V (x)

)
f`(x) = λ` f`(x) (2.68)

associated with the smallest possible eigenvalue λ`, on the ball |x| ≤ eN`, with
Neumann boundary conditions and normalized so that f`(x) = 1 for |x| = eN`.
Here and in the following we omit the N -dependence in the notation for f` and
for λ`. By scaling, we observe that f`(e

N ·) satisfies(
−∆ +

e2N

2
V (eNx)

)
f`(e

Nx) = e2Nλ` f`(e
Nx)

on the ball |x| ≤ `. We choose ` < 1/2, so that the ball of radius ` is contained
in the box Λ = [−1/2; 1/2]2. We extend then f`(e

N .) to Λ, by setting fN,`(x) =
f`(e

Nx), if |x| ≤ ` and fN,`(x) = 1 for x ∈ Λ, with |x| > `. Then, assuming also

1The reader can notice that we are using the same notation as in Section 2.2. This is just
for our convenience, the two f` solve different Neumann problems.
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that R0e
−N < ` (later we will choose ` = N−α, so this condition is satisfied, for

all N large enough),(
−∆ +

e2N

2
V (eNx)

)
fN,`(x) = e2Nλ` fN,`(x)χ`(x) , (2.69)

where χ` is the characteristic function of the ball of radius `. The Fourier coef-
ficients of the function fN,` are given by

f̂N,`(p) :=

∫
Λ

f`(e
Nx)e−ip·xdx

for all p ∈ Λ∗. We also introduce the function w`(x) = 1− f`(x) for |x| ≤ eN`
and extend it by setting w`(x) = 0 for |x| > eN`. Its re-scaled version is defined
by wN,` : Λ→ R wN,`(x) = w`(e

Nx) if |x| ≤ ` and wN,` = 0 if x ∈ Λ with |x| > `.

The Fourier coefficients of the re-scaled function wN,` are given by

ŵN,`(p) =

∫
Λ

w`(e
Nx)e−ip·xdx = e−2N ŵ`

(
e−Np

)
. (2.70)

We find f̂N,`(p) = δp,0 − e−2N ŵ`(e
−Np). From the Neumann problem (2.69) we

obtain

− p2e−2N ŵ`(e
−Np) +

1

2

∑
q∈Λ∗

V̂ (e−N(p− q))f̂N,`(q) = e2Nλ`
∑
q∈Λ∗

χ̂`(p− q)f̂N,`(q).

(2.71)
where we used the notation χ̂` for the Fourier coefficients of the characteristic
function on the ball of radius `. Note that χ̂`(p) = `2 χ̂(`p) with χ̂(p) the Fourier
coefficients of the characteristic function on the ball of radius one.

In the next lemma, we collect some important properties of the solution of
(2.68).

Lemma 2.10. Let V ∈ L3(R2) be non-negative, compactly supported (with range
R0) and spherically symmetric, and denote its scattering length by a, as in Eq.
(1.11). Fix 0 < ` < 1/2, N sufficiently large and let f` denote the solution of
(2.69). Then

i)
0 ≤ f`(x) ≤ 1 ∀ |x| ≤ eN` .

ii) We have ∣∣∣∣λ` − 2

(eN`)2 log(eN`/a)

∣∣∣∣ ≤ C

(eN`)2 log2(eN`/a)
(2.72)

iii) There exist a constant C > 0 such that∣∣∣∣∫ dxV (x)f`(x)− 4π

log(eN`/a)

∣∣∣∣ ≤ C

log2(eN`/a)
(2.73)
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iv) There exists a constant C > 0 such that

|w`(x)| ≤

{
C if |x| ≤ R0

C log(eN `/|x|)
log(eN `/a)

if R0 ≤ |x| ≤ eN`

|∇w`(x)| ≤ C

log(eN`/a)

1

|x|+ 1
for all |x| ≤ eN`

(2.74)

v) Let wN,` = 1−fN,` with f`,N = f`(e
Nx). Then the Fourier coefficients of the

function wN,` defined in (2.70) are such that

|ŵN,`(p)| ≤
C

p2 log(eN`/a)
. (2.75)

Proof. The proof of points i)-iv) is deferred in Appendix A. To prove point v)
we use the scattering equation (2.71):

ŵ`(e
−Np) =

e2N

2p2

∑
q∈Λ∗

V̂ (e−N(p− q))f̂N,`(q)−
e4N

p2
λ`
∑
q∈Λ∗

χ̂`(p− q)f̂N,`(q).

From point ii) e2Nλ` ≤ C`−2| ln(eN`/a)|−1 and using that 0 ≤ f` ≤ 1, we end up
with

|ŵ`(e−Np)| ≤
e2N

2p2

[∣∣(V̂ (e−N ·) ∗ f̂N,`)(p)
∣∣+ 2e2Nλ`

∣∣(χ̂` ∗ f̂N,`)(p)∣∣]
≤ e2N

2p2

[∫
V (x)f`(x)dx+ C`−2| log(eN`/a)|−1

∫
χ`(x)f`(e

Nx)dx

]
≤ Ce2N

p2 log(eN`/a)
.

We now define η̌ : Λ→ R through

η̌(x) = −NwN,`(x) = −Nw`(eNx) . (2.76)

With (2.74) we find

|η̌(x)| ≤
{
CN if |x| ≤ e−NR0

C log(`/|x|) if e−NR0 ≤ |x| ≤ `
(2.77)

and in particular, recalling that e−NR0 < ` ≤ 1/2,

|η̌(x)| ≤ C max(N, log(`/|x|)) ≤ CN (2.78)

for all x ∈ Λ. Using (2.77) we find

‖η‖2 = ‖η̌‖2 ≤ C

∫
|x|≤`
| log(`/|x|)|2d2x ≤ C`2

∫ 1

0

(log r)2rdr ≤ C`2 .
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In the following we choose ` = N−α, for some α > 0 to be fixed later, so that

‖η‖ ≤ CN−α . (2.79)

This choice of ` will be crucial for our analysis, as commented below. Notice, on
the other hand, that the H1-norms of η diverge, as N → ∞. From (2.76) and
Lemma 2.10, part iv) we find

‖η̌‖2
H1

=

∫
|x|≤`

e2NN2|(∇w`)(eNx)|2d2x =

∫
|x|≤eN `

N2|∇w`(x)|2d2x

≤ C

∫
|x|≤eN `

1

(|x|+ 1)2
d2x ≤ CN

for N ∈ N large enough. We denote with η : Λ∗ → R the Fourier transform of η̌,
or equivalently

ηp = −NŵN,`(p) = −Ne−2N ŵ`(p/e
N) . (2.80)

With (2.75) we can bound (since ` = N−α)

|ηp| ≤
C

|p|2
(2.81)

for all p ∈ Λ∗+ = 2πZ2\{0}, and for some constant C > 0 independent of N , if
N is large enough. From (2.79) we also have

‖η‖∞ ≤ CN−α . (2.82)

Remark. Notice that in this scaling we need to choose the smallness of the L2-
norm of η in terms of some power of N . On the contrary, in Section 2.2 was
sufficient to choose ‖ηH‖ ≤ C`α, with ` ∈ (0; 1/2) of order O(1). Indeed, a
constant of order O(1). In fact, in this setting, a small constant would not be
sufficient to control the error terms.

Moreover, (2.71) implies the relation

p2ηp +
N

2
(V̂ (./eN) ∗ f̂N,`)(p) = Ne2Nλ`(χ̂` ∗ f̂N,`)(p) (2.83)

or equivalently, expressing also the other terms through the coefficients ηp,

p2ηp +
N

2
V̂ (p/eN) +

1

2

∑
q∈Λ∗

V̂ ((p− q)/eN)ηq

= Ne2Nλ`χ̂`(p) + e2Nλ`
∑
q∈Λ∗

χ̂`(p− q)ηq .
(2.84)

We will mostly use the coefficients ηp with p 6= 0. Sometimes, however, it will
be useful to have an estimate on η0 (because Eq. (2.84) involves η0). From (2.80)
and Lemma 2.10, part iv) we find

|η0| ≤ N

∫
|x|≤`

w`(e
Nx)d2x ≤ C

∫
|x|≤`

log(`/|x|)d2x+ CNe−N ≤ C`2 . (2.85)
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2.3.1 Quadratic renormalization

We introduce generalized Bogoliubov transformation, as we did in Section 2.2,
this allows us implement the correlation structure keeping invariant the truncated
Fock space F≤N+ . Again we use the coefficients defined in (2.80) to construct
an anti-symmetric operator as (2.27) and in turn the unitary operator eB as in
(2.28). Here, as opposed to the coefficients in (2.22), we do not need to introduce
the cut-off, and so, the unitary operator eB will act over all the momenta in Λ∗+.
Moreover, Lemma 2.2 is still valid, indeed the proof only requires that ‖η‖ ≤ C.

Now, using the generalized Bogoliubov transformation eB : F≤N+ → F≤N+ ,
we define a new, renormalized, excitation Hamiltonian GN,α : F≤N+ → F≤N+ by
setting

GN,α = e−BLNeB = e−BUNHNU
∗
Ne

B . (2.86)

In the next proposition, we collect important properties GN,α. We will use the
notation

K =
∑
p∈Λ∗+

p2a∗pap and VN =
1

2

∑
p,q∈Λ∗+,r∈Λ∗:
r 6=−p,−q

V̂ (r/eN)a∗p+ra
∗
qaq+rap (2.87)

for the kinetic and potential energy operators, restricted on F≤N+ , and HN =
K + VN . We also introduce a renormalized interaction potential ωN ∈ L∞(Λ),
which is defined as the function with Fourier coefficients ω̂N

ω̂N(p) := gN χ̂(p/Nα) , gN = 2N1−2αe2Nλ` (2.88)

for any p ∈ Λ∗+, and
ω̂N(0) = gN χ̂(0) = πgN . (2.89)

with χ̂(p) the Fourier coefficients of the characteristic function of the ball of
radius one. From (2.72) and ` = N−α one has |gN | ≤ C. Note in particular that
the potential ω̂N(p) decays on momenta of order Nα, which are much smaller
than eN . From Lemma 2.10 parts i) and iii) we find∣∣ω̂N(0)−N‖V f`‖1

∣∣ ≤ C

N
,

∣∣∣ ω̂N(0)− 4π
(
1 + α logN

N

) ∣∣∣ ≤ C

N
. (2.90)

Proposition 2.11. Let V ∈ L3(R2) be compactly supported, pointwise non-
negative and spherically symmetric. Let GN,α be defined as in (2.86) and define

Geff
N,α :=

1

2
ω̂N(0)(N − 1)

(
1− N+

N

)
+

[
2NV̂ (0)− 1

2
ω̂N(0)

]
N+

(
1− N+

N

)
+

1

2

∑
p∈Λ∗+

ω̂N(p)(bpb−p + h.c. ) +
√
N

∑
p,q∈Λ∗+:
p+q 6=0

V̂ (p/eN)
[
b∗p+qa

∗
−paq + h.c.

]
+HN .

(2.91)
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Then there exists a constant C > 0 such that EG = GN,α − Geff
N,α is bounded by

|〈ξ, EG ξ〉| ≤ C
(
N1/2−α +N−1(logN)1/2

)
‖H1/2

N ξ‖‖(N+ + 1)1/2ξ‖
+ CN1−α‖(N+ + 1)1/2ξ‖2 + C‖ξ‖2

(2.92)

for all α > 1, ξ ∈ F≤N+ and N ∈ N large enough.

The reader could notice that in Eq. (2.91) the original potential V̂ (p/eN)
is replaced in the constant and in the off-diagonal quadratic terms, namely
1
2

∑
p∈Λ∗+

ω̂N(p)(bpb−p + h.c. ), by the faster decaying potential ω̂N(p). Whereas,

in Prop. 2.4, Eq. (2.41), the original potential V̂ (p/Nβ) was replaced in the

same terms by V̂ (0).
The proof of Prop. 2.11 is very similar to the proof of [8, Prop. 4.2], as well

as the one in Chapter 3. For completeness, we write it Chapter 4, Section 4.1.

2.3.2 Cubic Renormalization

Conjugation with the generalized Bogoliubov transformation (2.26) renor-
malizes constant and off-diagonal quadratic terms on the r.h.s. of (2.91). In
order to estimate the number of excitations N+ through the energy and show
Bose-Einstein condensation, we still need to renormalize the diagonal quadratic
term (the part proportional to NV̂ (0)N+, on the first line of (2.91)) and the
cubic term on the second line of (2.91). To this end, we conjugate Geff

N,α with
an additional unitary operator, given by the exponential of the anti-symmetric
operator

A :=
1√
N

∑
r,v∈Λ∗+

ηr
[
b∗r+va

∗
−rav − h.c.

]
(2.93)

with ηp defined in (2.80). Notice that, differently from (2.54), here it is not
necessary to introduce a cut-off, even on low momenta. Again the smallness,
that allows us to control error terms, is gained by choosing ` = N−α, see Eq.
(2.79).

As for Prop.2.7, also in this setting we observe that while conjugation with eA

allows to renormalize the large terms in GN,α, it does not substantially change
the number of excitations. Similarly to Prop. 2.6 one can show that the growth
of the number of particles operator under the action of eA is almost invariant.

Proposition 2.12. Suppose that A is defined as in (2.93). Then, for any k ∈ N
there exists a constant C > 0 such that the operator inequality

e−A(N+ + 1)keA ≤ C(N+ + 1)k

holds true on F≤N+ , for any α > 0 (recall the choice ` = N−α in the definition
(2.80) of the coefficients ηr), and N large enough.

We will also need to control the growth of the expectation of the energy
HN with respect to the cubic conjugation. This is the content of the following
proposition, which is proved in Subsection 4.2.1.
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Proposition 2.13. Let A be defined as in (2.93). Then there exists a constant
C > 0 such that

e−sAHNe
sA ≤ CHN + CN(N+ + 1) (2.94)

for all α ≥ 1, s ∈ [0; 1] and N ∈ N large enough.

Remark. It is interesting to compare Prop. 2.13 with Prop. 2.7. While in 2.7,
under the action of the cubic renormalization we loose a factor | log `|, of order
O(1), in terms of the number of particles, in the GP regime the action of eA on
HN leads to the appearance of large terms NN+, as in Eq.(2.94). This makes
the analysis of the cubic operator substantially more difficult.

We use now the cubic phase eA to introduce a new excitation Hamiltonian,
obtained by conjugating the main part Geff

N,α of GN,α. We define

RN,α := e−A Geff
N,α e

A (2.95)

on a dense subset of F≤N+ . Conjugation with eA renormalizes both the contribu-
tion proportional to N+ (in the first line on the r.h.s. of (2.91)) and the cubic

term on the r.h.s. of (2.91), effectively replacing the singular potential V̂ (p/eN)
by the renormalized potential ω̂N(p) defined in (2.88). This follows from the
following proposition.

Proposition 2.14. Let V ∈ L3(R2) be compactly supported, pointwise non-
negative and spherically symmetric. Let RN,α be defined in (2.95) and define

Reff
N,α =

1

2
(N − 1) ω̂N(0)(1−N+/N) +

1

2
ω̂N(0)N+ (1−N+/N)

+ ω̂N(0)
∑
p∈Λ∗+

a∗pap

(
1− N+

N

)
+

1

2

∑
p∈Λ∗+

ω̂N(p)
[
b∗pb
∗
−p + bpb−p

]
+

1√
N

∑
r,v∈Λ∗+:
r 6=−v

ω̂N(r)
[
b∗r+va

∗
−rav + h.c.

]
+HN .

(2.96)

Then for ` = N−α and α > 2 there exists a constant C > 0 such that ER =
RN,α −Reff

N,α is bounded by

± ER ≤ C[N2−α +N−1/2(logN)1/2](HN + 1) , (2.97)

for N ∈ N sufficiently large.

The proof of Proposition 2.14 will be given in Chapter 4, Section 4.2. We
will also need more detailed information on Reff

N,α, as contained in the following
proposition.

Proposition 2.15. Let Reff
N,α be defined in (2.96). Then, for every c > 0 there

is a constant C > 0 (large enough) such that

Reff
N,α ≥ 2πN +

ω̂N(0)

2
N+ +

c

logN
HN − C(logN)2 N 2

+

N
− C (2.98)
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for all α > 2 and N ∈ N large enough.
Moreover, let f, g : R→ [0; 1] be smooth, with f 2(x)+g2(x) = 1 for all x ∈ R.

For M ∈ N, let fM := f(N+/M) and gM := g(N+/M). Then there exists C > 0
such that

Reff
N,α = fM Reff

N,α fM + gM Reff
N,α gM + ΘM (2.99)

with

±ΘM ≤
C logN

M2

(
‖f ′‖2

∞ + ‖g′‖2
∞
)(
HN + 1

)
for all α > 2, M ∈ N and N ∈ N large enough.

Proof. From (2.96), using that |ω̂N(0)| ≤ C we have

Reff
N,α ≥

N

2
ω̂N(0) + ω̂N(0)N+ +

1

2

∑
p∈Λ∗+

ω̂N(p)
[
b∗pb
∗
−p + bpb−p

]
+

1√
N

∑
r,v∈Λ∗+:
r 6=−v

ω̂N(r)
[
b∗r+va

∗
−rav + h.c.

]
+HN − C

N 2
+

N
− C .

(2.100)

For the cubic term on the r.h.s. of (2.100), with∑
p∈Λ∗+

|ω̂N(p)|2

p2
≤ C logN (2.101)

we can bound∣∣∣ 1√
N

∑
r,v∈Λ∗+
r 6=−v

ω̂N(r)〈ξ, b∗r+va∗−ravξ〉
∣∣∣

≤ 1√
N

∑
r,v∈Λ∗+
r 6=−v

|ω̂N(r)|‖(N+ + 1)−1/2br+va−rξ‖‖(N+ + 1)1/2avξ‖

≤ 1√
N

[ ∑
r,v∈Λ∗+
r 6=−v

|r|2‖(N+ + 1)−1/2br+va−rξ‖2

]1/2

×
[ ∑
r,v∈Λ∗+
r 6=−v

|ω̂N(r)|2

|r|2
‖(N+ + 1)1/2avξ‖2

]1/2

≤ C(logN)1/2

√
N

‖K1/2ξ‖‖(N+ + 1)ξ‖ .

(2.102)

As for the off-diagonal quadratic term on the r.h.s of (2.100), we combine it with
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part of the kinetic energy to estimate. For any 0 < µ < 1, we have

1

2

∑
p∈Λ∗+

ω̂N(p)
[
b∗pb
∗
−p + b−pbp

]
+ (1− µ)

∑
p∈Λ∗+

p2a∗pap

= (1− µ)
∑
p∈Λ∗+

p2

[
b∗p +

ω̂N(p)

2(1− µ)p2
b−p

] [
bp +

ω̂N(p)

2(1− µ)p2
b∗−p

]

− 1

4(1− µ)

∑
p∈Λ∗+

|ω̂N(p)|2

p2
bpb
∗
p + (1− µ)

∑
p∈Λ∗+

p2a∗p
N+

N
ap

since a∗pap − b∗pbp = a∗p(N+/N)ap. With (2.5), we conclude that

1

2

∑
p∈Λ∗+

ω̂N(p)
[
b∗pb
∗
−p + b−pbp

]
+ (1− µ)

∑
p∈Λ∗+

p2a∗pap

≥ − 1

4(1− µ)

∑
p∈Λ∗+

|ω̂N(p)|2

p2
a∗pap −

1

4(1− µ)

∑
p∈Λ∗+

|ω̂N(p)|2

p2
.

With the choice µ = C/ logN and with (2.101), we obtain

1

2

∑
p∈Λ∗+

ω̂N(p)
[
b∗pb
∗
−p + b−pbp

]
+ (1− µ)

∑
p∈Λ∗+

p2a∗pap

≥ − 1

4(1− µ)

∑
p∈Λ∗+

|ω̂N(p)|2

p2
a∗pap −

1

4

∑
p∈Λ∗+

|ω̂N(p)|2

p2
− C .

(2.103)

To bound the first contribution on the r.h.s. of the last equation, we use the
term ω̂N(0)N+, in (2.100). To this end, we observe that, with (2.90),

|ω̂N(p)|2

4(1− µ)p2
≤ |ω̂N(0)|2

4(1− µ)p2
≤ ω̂N(0)

4(1− µ)π

(
1 + C

logN

N

)
≤ ω̂N(0)

2

for every p ∈ Λ∗+ (notice that |p| ≥ 2π, for every p ∈ Λ∗+) and for N large enough
(recall the choice µ = C/ logN). Inserting (2.102) and (2.103) in (2.100) and
using the kinetic energy µK = C(logN)−1K (remaining after subtracting the
term (1− µ)K needed on the l.h.s. of (2.103)) to bound the r.h.s. of (2.102), we
find

Reff
N,α ≥

N

2
ω̂N(0)− 1

4

∑
p∈Λ∗+

|ω̂N(p)|2

p2
+
ω̂N(0)

2
N+

+
c

logN
HN − C

(logN)2

N
N 2

+ − C.

(2.104)

Let us now consider the second term on the r.h.s more carefully. Using that,
from (2.88), ω̂N(p) = gN χ̂(p/Nα), we can bound, for any fixed K > 0,

1

4

∑
p∈Λ∗+

|ω̂N(p)|2

p2
≤ C +

1

4

∑
p∈Λ∗+:

K<|p|≤Nα

|ω̂N(p)|2

p2
.

41



Bose-Einstein condensation: outline of the proof

With |ω̂N(p)− ω̂N(0)| ≤ C|p|/Nα, we obtain

1

4

∑
p∈Λ∗+

|ω̂N(p)|2

p2
≤ C +

|ω̂N(0)|2

4

∑
p∈Λ∗+:

K<|p|≤Nα

1

p2
≤ C + 4π2

∑
p∈Λ∗+:

K<|p|≤Nα

1

p2
. (2.105)

For q ∈ R2, let us define h(q) = 1/p2, if q is contained in the square of side
length 2π centered at p ∈ Λ∗+ (with an arbitrary choice on the boundary of the
squares). We can then estimate, for K large enough,

4π2
∑
p∈Λ∗+:

K<|p|≤Nα

1

p2
≤
∫
K/2<|q|≤Nα+K

h(q)dq .

For q in the square centered at p ∈ Λ∗+, we bound∣∣∣∣h(q)− 1

q2

∣∣∣∣ =
|p2 − q2|
p2 q2

≤ C

|q|3
.

Hence

4π2
∑
p∈Λ∗+:

K<|p|≤Nα

1

p2
≤
∫
K/2<|q|<Nα+K

1

q2
dq + C ≤ 2πα logN + C .

Inserting in (2.105), we conclude that

1

4

∑
p∈Λ∗+

|ω̂N(p)|2

p2
≤ 2πα logN + C .

Combining the last bound with (2.90) (and noticing that the contribution pro-
portional to logN cancels exactly), from (2.104) we obtain

Reff
N,α ≥ 2πN +

ω̂N(0)

2
N+ +

c

logN
HN − C

(logN)2

N
N 2

+ − C

which proves (2.98).
Next we prove (2.99). From (2.96), with |ω̂N(0)| ≤ C, the bound (2.102) and

since, by (2.101),∣∣∣∣∣∣
∑
p∈Λ∗+

ω̂N(p)〈ξ, b∗pb∗−pξ〉

∣∣∣∣∣∣ ≤
∑
p∈Λ∗+

|ω̂N(p)‖bpξ‖‖(N+ + 1)1/2ξ‖

≤

∑
p∈Λ∗+

|ω̂N(p)|2

p2

1/2

‖(N+ + 1)1/2ξ‖‖K1/2ξ‖

≤ C(logN)1/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖
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it follows that
Reff
N,α = 2πN +HN + θN,α (2.106)

where for arbitrary δ > 0, there exists a constant C > 0 such that

± θN,α ≤ δHN + C(logN) (N+ + 1) . (2.107)

We now note that for f : R → R smooth and bounded and θN,α defined above,
there exists a constant C > 0 such that

± [f(N+/M), [f(N+/M), θN,α]] ≤ C
logN

M2
‖f ′‖2

∞(HN + 1) (2.108)

for all α > 2 and N ∈ N large enough. The proof of (2.108) follows analogously
to the one for (2.107), since the bounds leading to (2.107) remain true if we
replace the operators b#

p , # = {·, ∗}, and a∗paq with [f(N+/M), [f(N+/M), b#
p ]]

or [f(N+/M), [f(N+/M), a∗paq]] respectively, provided we multiply the r.h.s. by
an additional factor M−2‖f ′‖2

∞, since, for example

[f(N+/M), [f(N+/M), bp]] =
(
f(N+/M)− f((N+ + 1)/M)

)2
bp

and ‖f(N+/M)−f((N++1)/M)‖ ≤ CM−1‖f ′‖∞. With an explicit computation
we obtain

Reff
N,α = fMReff

N,αfM + gMReff
N,αgM +

1

2

(
[fM , [fM ,Reff

N,α]] + [gM , [gM ,Reff
N,α]]

)
.

Writing Reff
N,α as in (2.106) and using (2.108) we get

±
(

[fM , [fM ,Reff
N,α]] + [gM , [gM ,Reff

N,α]]
)
≤ C logN

M2

(
‖f ′‖2

∞ + ‖g′‖2
∞
)(
HN + 1

)
.

2.3.3 Proof of Theorem 1.3

The next proposition combines the results of Prop. 2.11, Prop. 2.14 and
Prop. 2.15. Its proof makes use of localization in the number of particle and is
an adaptation of the proof of [10, Proposition 6.1]. The main difference w.r.t.
[10] is that here we need to localize on sectors of F≤N where the number of
particles is o(N), in the limit N →∞.

Proposition 2.16. Let V ∈ L3(R2) be compactly supported, pointwise non-
negative and spherically symmetric. Let GN,α be the renormalized excitation
Hamiltonian defined as in (2.86). Then, for every α ≥ 5/2, there exist con-
stants C, c > 0 such that

GN,α − 2πN ≥ cN+ − C (2.109)

for all N ∈ N sufficiently large.
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Remark. Eq. (2.109) actually holds also for α > 2. We pick α ≥ 5/2 in order to
have a uniform bound in Eq. (2.116).

Proof. Let f, g : R → [0; 1] be smooth, with f 2(x) + g2(x) = 1 for all x ∈ R.
Moreover, assume that f(x) = 0 for x > 1 and f(x) = 1 for x < 1/2. For a small
ε > 0, we fix M = N1−ε and we set fM = f(N+/M), gM = g(N+/M). It follows
from Prop. 2.15 that

Reff
N,α − 2πN ≥ fM

(
Reff
N,α − 2πN

)
fM + gM

(
Reff
N,α − 2πN

)
gM

− CN2ε−2(logN)(HN + 1)
(2.110)

Let us consider the first term on the r.h.s. of (2.110). From Prop. 2.15, for all
α > 2 there exist c, C > 0 such that

Reff
N,α − 2πN ≥ cN+ −

C

N
(logN)2N 2

+ − C . (2.111)

On the other hand, with (2.106) and (2.107) we also find

Reff
N,α − 2πN ≥ cHN − C(logN) (N+ + 1) (2.112)

for all α > 2 and N large enough. Moreover, due to the choice M = N1−ε, we
have

(logN)2

N
fMN 2

+fM ≤
(logN)2

N ε
f 2
MN+ .

With the last bound, Eq. (2.111) implies that

fM

(
Reff
N,α − 2πN

)
fM ≥ cf 2

MN+ − C (2.113)

for N large enough.
Let us next consider the second term on the r.h.s. of (2.110). We claim that

there exists a constant c > 0 such that

gM

(
Reff
N,α − 2πN

)
gM ≥ cNg2

M (2.114)

for all N sufficiently large. To prove (2.114) we observe that, since g(x) = 0 for
all x ≤ 1/2,

gM

(
Reff
N,α − 2πN

)
gM ≥

[
inf

ξ∈F≤N≥M/2:‖ξ‖=1

1

N
〈ξ,Reff

N,αξ〉 − 2π

]
Ng2

M

where F≤N≥M/2 = {ξ ∈ F≤N+ : ξ = χ(N+ ≥ M/2)ξ} is the subspace of F≤N+ where

states with at least M/2 excitations are described (recall that M = N1−ε). To
prove (2.114) it is enough to show that there exists C > 0 with

inf
ξ∈F≤N≥M/2:‖ξ‖=1

1

N
〈ξ,Reff

N,αξ〉 − 2π ≥ C (2.115)
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for all N large enough. On the other hand, using the definitions of GN,α in
(2.91), RN,α and Reff

N,α in (2.96), we obtain that the ground state energy EN of
the system is given by

EN = inf
ξ∈F≤N+ :‖ξ‖=1

〈
ξ, e−AGN,αeAξ

〉
= inf

ξ∈F≤N+ :‖ξ‖=1

〈
ξ,
(
Reff
N,α + EL

)
ξ
〉

with EL = ER + e−AEGeA. The bounds (2.92) and (2.97), together with Prop.
2.12 and Prop. 2.13, imply that for any α ≥ 5/2 there exists C > 0 such that

±EL ≤ CN−1/2(logN)1/2
[
(HN + 1) + e−A

(
N−1(HN + 1) + (N+ + 1)

)
eA
]

+ C

≤ CN−1/2(logN)1/2(HN + 1) + C .

(2.116)

With (2.112) we obtain

± EL ≤ CN−1/2(logN)1/2
(
Reff
N,α − 2πN

)
+ CN−1/2(logN)3/2N+ + C , (2.117)

and therefore, with N+ ≤ N

EN − 2πN ≤ C inf
ξ∈F≤N+ :‖ξ‖=1

〈
ξ,
(
Reff
N,α − 2πN

)
ξ
〉

+ CN1/2(logN)3/2 + C .

From the result (1.12) of [51, 46, 47]

inf
ξ∈F≤N≥M/2:‖ξ‖=1

1

N
〈ξ,Reff

N,αξ〉 − 2π ≥ inf
ξ∈F≤N+ :‖ξ‖=1

1

N
〈ξ,
(
Reff
N,α − 2πN

)
ξ〉

≥ c

(
EN
N
− 2π

)
− C√

N
(logN)3/2 − CN−1 → 0

as N →∞. If we assume for contradiction that (2.115) does not hold true, then
we can find a subsequence Nj →∞ with

inf
ξ∈F

≤Nj
≥Mj/2

:‖ξ‖=1

1

Nj

〈ξ,Reff
Nj ,α

ξ〉 − 2π → 0

as j →∞ (here we used the notation Mj = N1−ε
j ). This implies that there exists

a sequence ξ̃Nj ∈ F
≤Nj
≥Mj/2

with ‖ξ̃Nj‖ = 1 for all j ∈ N such that

lim
j→∞

1

Nj

〈ξ̃Nj ,Reff
Nj ,α

ξ̃Nj〉 = 2π .

On the other hand, using the relation Reff
Nj ,α

= e−AGNj ,αeA − EL,j with EL,j
satisfying the bound (2.117) (withN+ ≤ Nj), we obtain that there exist constants
c1, c2, C > 0 such that

c1〈ξ̃Nj ,
(
Reff
N,α − 2πNj

)
ξ̃Nj〉 − CN

1/2
j (logNj)

3/2

≤ 〈eAξ̃Nj ,
(
GNj ,α − 2πNj

)
eAξ̃Nj〉

≤ c2〈ξ̃Nj ,
(
Reff
N,α − 2πNj

)
ξ̃Nj〉+ CN

1/2
j (logNj)

3/2
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Hence for ξNj = eAξ̃Nj we have

lim
Nj→∞

1

Nj

〈ξNj ,GNj ,αξNj〉 = 2π .

Let now S := {Nj : j ∈ N} ⊂ N and denote by ξN a normalized minimizer of
GN,α for all N ∈ N \ S. Setting ψN = U∗Ne

BξN , for all N ∈ N, we obtain that
‖ψN‖ = 1 and that

lim
N→∞

1

N
〈ψN , HGP

N ψN〉 = lim
N→∞

1

N
〈ξN ,GN,αξN〉 = 2π (2.118)

Eq. (2.118) shows that the sequence ψN is an approximate ground state of HGP
N .

From (1.14), we conclude that ψN exhibits complete Bose-Einstein condensation
in the zero-momentum mode ϕ0, and in particular that there exists δ̄ > 0 such
that

|1− 〈ϕ0, γNϕ0〉| ≤ CN−δ̄ .

Using Lemma 2.2, Prop. 2.12 and the rules (2.4), we observe that

1

N
〈ξN ,N+ξN〉 =

1

N
〈e−BUNψN ,N+e

−BUNψN〉

≤ C

N
〈ψN , U∗N(N+ + 1)UNψN〉

=
C

N
+ C

[
1− 1

N
〈ψN , a∗(ϕ0)a(ϕ0)ψN〉

]
=
C

N
+ C [1− 〈ϕ0, γNϕ0〉] ≤ CN−δ̄

(2.119)

as N →∞.
On the other hand, for N ∈ S = {Nj : j ∈ N}, we have ξN = χ(N+ ≥M/2)ξN

and therefore
1

N
〈ξN ,N+ξN〉 ≥

M

2N
=
N−ε

2
.

Choosing ε < δ̄ and N large enough we get a contradiction with (2.119). This
proves (2.115), (2.114) and therefore also

gM

(
Reff
N,α − 2πN

)
gM ≥ cN+g

2
M . (2.120)

Inserting (2.113) and (2.120) on the r.h.s. of (2.110), we obtain that

Reff
N,α − 2πN ≥ cN+ − C(logN)N2ε−2(HN + 1)− C (2.121)

for N large enough. With (2.112), (2.121) implies

Reff
N,α − 2πN ≥ cN+ − C.

To conclude, we use the relation e−AGN,αeA = Reff
N,α + EL and the bound (2.117).

We have that for α ≥ 5/2 there exist c, C > 0 such that

GN,α − 2πN ≥ ceA
(
Reff
N,α − 2πN

)
e−A − CN−1/2(logN)3/2eAN+e

A − C
≥ c eAN+e

−A − C ≥ cN+ − C

where we used (2.121) and Prop. 2.12.
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We are now ready to show our main theorem.

Proof of Theorem 1.3. Let EN be the ground state energy of HGP
N . Evaluating

(2.91) and (2.92) on the vacuum Ω ∈ F≤N+ and using (2.89), we obtain the upper
bound

EN ≤ 2πN + C logN .

With Eq. (2.109) we also find the lower bound EN ≥ 2πN − C. This proves
(1.15).

Let now ψN ∈ L2
s(Λ

N) with ‖ψN‖ = 1 and

〈ψN , HGP
N ψN〉 ≤ 2πN +K . (2.122)

We define the excitation vector ξN = e−BUNψN . Then ‖ξN‖ = 1 and, recalling
that GN,α = e−BUNH

GP
N U∗Ne

B we have, with (2.109),〈
ψN , (H

GP
N − 2πN)ψN

〉
=
〈
ξN , (GN,α − 2πN)ξN

〉
≥ c
〈
ξN ,N+ξN

〉
− C . (2.123)

From Eqs. (2.122) and (2.123) we conclude that

〈ξN ,N+ξN〉 ≤ C(1 +K) . (2.124)

If γN denotes the one-particle reduced density matrix associated with ψN , using
Lemma 2.2 we obtain

1− 〈ϕ0, γNϕ0〉 = 1− 1

N
〈ψN , a∗(ϕ0)a(ϕ0)ψN〉

= 1− 1

N
〈U∗NeBξN , a∗(ϕ0)a(ϕ0)U∗Ne

BξN〉

=
1

N
〈eBξN ,N+e

BξN〉 ≤
C

N
〈ξN ,N+ξN〉 ≤

C(1 +K)

N

which concludes the proof of (1.17).
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Chapter 3

Analysis of the Renormalized Hamilto-
nian for bosons interacting through sin-
gular potentials

In this chapter we show Prop. 2.4 and Prop. 2.8 establishing properties of
the renormalized excitation Hamiltonians GβN,` and Rβ

N,` defined in Eq. (2.39)
and Eq. (2.56)

While this analysis follows closely the one in [10, Section 7, 8] appropriate
adjustments (due to the different scaling and dimension) are needed. We write
all the details for the reader convenience.

3.1 Analysis of the quadratically renormalized excita-

tion Hamiltonian GβN,`
From (2.8) and (2.86), we can decompose

GβN,` = e−BHLβNe
BH = Gβ,(0)

N,` + Gβ,(2)
N,` + Gβ,(3)

N,` + Gβ,(4)
N,`

with
Gβ,(j)N,` = e−BHLβ,(j)N eBH

In the next subsection, we prove separate bounds for the operators Gβ,(j)N,` ,
j = 0, 2, 3, 4. As stated in Chapter 2, we will assume the potential V ∈ L2(R2)
to be compactly supported, pointwise non-negative and spherically symmetric.

As already said in Section 2.2, Lemma 2.3 will be crucial throughout our
analysis. A first simple application of it is the following bound on the growth of
the expectation of N+.

Lemma 3.1. Assume B is defined as in (2.27), with η ∈ `2(Λ∗) and ηp = η−p
for all p ∈ Λ∗+. Then, there exists a constant C > 0 such that∣∣∣〈ξ, [e−BN+e

B −N+

]
ξ〉
∣∣∣ ≤ ‖η‖‖(N+ + 1)1/2ξ‖2

for all ξ ∈ F≤N+ .



Analysis of the Renormalized Hamiltonian for bosons interacting through singular potentials

Proof. With (2.31) we write

e−BN+e
B −N+

=

∫ 1

0

e−sB[N+, B]esBds

=

∫ 1

0

∑
p∈Λ∗+

ηp e
−sB(bpb−p + b∗pb

∗
−p)e

sB ds

=

∫ 1

0

∑
p∈Λ∗+

ηp

[
(γ(s)
p bp + σ(s)

p b∗−p + d(s)
p )(γ(s)

p b−p + σ(s)
p b∗−p + d

(s)
−p) + h.c.

]
ds

with γ
(s)
p = cosh(sηp), σ

(s)
p = sinh(sηp). Using |γ(s)

p | ≤ C and |σ(s)
p | ≤ C|ηp|,

(2.34) in Lemma 2.3 we arrive at∣∣∣〈ξ, [e−BN+e
B −N+

]
ξ〉
∣∣∣

≤ C‖(N+ + 1)1/2ξ‖
∑
p∈Λ∗+

|ηp|
[
|ηp|‖(N+ + 1)1/2ξ‖+ ‖bpξ‖

]
≤ C‖η‖‖(N+ + 1)1/2ξ‖2.

3.1.1 Analysis of Gβ,(0)
N,` = e−BHLβ,(0)

N eBH

From (2.9), recall that

Lβ,(0)
N =

V̂ (0)

2N
(N − 1)(N −N+) +

V̂ (0)

2N
N+(N −N+). (3.1)

Hence, we define the error operator E (0)
N through the identity

Gβ,(0)
N,` = e−BHLβ,(0)

N eBH =
V̂ (0)

2N
(N − 1)(N −N+) +

V̂ (0)

2N
N+(N −N+) + Eβ,(0)

N,`

(3.2)

In the next proposition, we estimate Eβ,(0)
N,` with a smooth and bounded function

of N+.

Proposition 3.2. There exists a constant C > 0 such that

± Eβ,(0)
N,` ≤ C`α(N+ + 1) (3.3)

and
± [f(N+/M), [f(N+/M), Eβ,(0)

N,` ]] ≤ C`αM−2‖f ′‖2
∞(N+ + 1) (3.4)

for all α > 0, ` ∈ (0; 1/2), f smooth and bounded, M ∈ N and N ∈ N large
enough.
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Proof. From (3.1) we have

Lβ,(0)
N =

(N − 1)

2
V̂ (0) +

V̂ (0)

2N
N+ −

V̂ (0)

2N
N 2

+. (3.5)

We use the following identity to rewrite the last term on the right hand side

−
N 2

+

N
= N+

N −N+

N
−N+ =

∑
q∈Λ∗+

b∗qbq −
N+

N
−N+,

we insert it in (3.5), and we obtain

Lβ,(0)
N =

(N − 1)

2
V̂ (0) +

1

2
V̂ (0)

∑
q∈Λ∗+

b∗qbq −N+

 .
From (3.2), it follows that

Eβ,(0)
N,` =

1

2
V̂ (0)

∑
q∈Λ∗+

[
e−BHb∗qbqe

BH − b∗qbq
]
− 1

2
V̂ (0)

[
e−BHN+e

BH −N+

]
. (3.6)

With (2.31), we can express∑
q∈Λ∗+

e−BHb∗qbqe
BH =

∑
q∈Λ∗+

[
γqb
∗
q + σqb−q + d∗q

] [
γqbq + σqb

∗
−q + dq

]
where we set γq = cosh ηH(q), σq = sinh ηH(q) and where dq, d

∗
q are defined

as in (2.31), with η replaced by ηH(q) = ηqχ(q ∈ PH). From (2.33) we have
|γ2
q − 1| = |γq − 1||γq + 1| ≤ CηH(q)2, |σq| ≤ C|ηH(q)|, the first bound in (2.34),

Cauchy-Schwarz and the estimate ‖ηH‖ ≤ C`α from (2.23), we conclude that
first term on the r.h.s. of (3.6) can be bounded by∣∣∣ ∑

q∈Λ∗+

〈ξ,
[
e−BHb∗qbqe

BH − b∗qbq
]
ξ〉
∣∣∣ ≤ C`α‖(N+ + 1)1/2ξ‖2.

As for the second term on the r.h.s. of (3.6), we use Lemma 3.1, with η replaced
by ηH . This concludes the proof of (3.3).

Now consider the bound (3.4). It follows similarly, because, as observed in
Corollary 2.1, the estimates (2.34) in Lemma 2.3 remain true if we replace dp and
d∗p by [f(N+/M), [f(N+/M), dp]] and, respectively, [f(N+/M), [f(N+/M), d∗p]],
provided we multiply the r.h.s. by an additional factor M−2‖f ′‖2

∞. The same
observation holds true for bounds involving the operators bp, b

∗
p, since, for exam-

ple,

[f(N+/M), [f(N+/M), bp]] = (f(N+/M)− f((N+ + 1)/M))2bp (3.7)

and ‖f(N+/M)− f((N+ + 1)/M)‖ ≤ CM−1‖f ′‖∞.
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3.1.2 Analysis of Gβ,(2)
N,` = e−BHLβ,(2)

N eBH

From (2.9), we can decompose in two parts Lβ,(2)
N = K + Lβ,(2,V )

N , where
K =

∑
p∈Λ∗+

p2a∗pap is the kinetic energy operator and

Lβ,(2,V )
N =

∑
p∈Λ∗+

V̂ (p/Nβ)

[
b∗pbp −

1

N
a∗pap

]
+

1

2

∑
p∈Λ∗+

V̂ (p/Nβ)
[
b∗pb
∗
−p + bpb−p

]
.

(3.8)
Hence, we have

Gβ,(2)
N,` = e−BHKeBH + e−BHLβ,(2,V )

N eBH . (3.9)

In the next two propositions, we analyze the two terms on the r.h.s. of the last
equation. We start with the analysis of the action of eBH on the kinetic energy
operator.

Proposition 3.3. There exists C > 0 such that

e−BHKeBH = K +
∑
p∈PH

p2ηp(bpb−p + b∗pb
∗
−p)

+
∑
p∈PH

p2η2
p

(N −N+

N

)(N −N+ − 1

N

)
+ E (K)

N,`

(3.10)

where

±E (K)
N,` ≤ C`α−1(Hβ

N + 1) (3.11)

and

±
[
f(N+/M),

[
f(N+/M), E (K)

N,`

]]
≤ CM−2‖f ′‖2

∞ `
α−1
(
Hβ
N + 1

)
(3.12)

for all α > 1, ` ∈ (0; 1/2) small enough, f smooth and bounded, M ∈ N and
N ∈ N large enough.

Proof. To show (3.11), we write

e−BHKeBH −K =

∫ 1

0

e−sBH [K, BH ]esBHds

=

∫ 1

0

∑
p∈PH

p2ηp
[
e−sBHbpb−pe

sBH + e−sBHb∗pb
∗
−pe

sBH
]
ds.
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Using the relations (2.31), we can write

e−BHKeBH −K

=

∫ 1

0

ds
∑
p∈PH

p2ηp

[(
γ(s)
p bp + σ(s)

p b∗−p
)(
γ(s)
p b−p + σ(s)

p b∗p
)

+ h.c.
]

+

∫ 1

0

ds
∑
p∈PH

p2ηp
[(
γ(s)
p bp + σ(s)

p b∗−p
)
d

(s)
−p + d(s)

p

(
γ(s)
p b−p + σ(s)

p b∗p
)

+ h.c.
]

+

∫ 1

0

ds
∑
p∈PH

p2ηp
[
d(s)
p d

(s)
−p + h.c.

]
=: G1 + G2 + G3

(3.13)

with the notation γ
(s)
p = cosh(sηH(p)), σ

(s)
p = sinh(sηH(p)) and where d

(s)
p is

defined as in (2.31), with ηp replaced by sηH(p) (recall that ηH(p) = ηpχ(p ∈
PH)). We start by analysing G1, and we obtain

G1 =

∫ 1

0

ds
∑
p∈PH

p2ηp

[(
γ(s)
p )2 + (σ(s)

p )2
)(
bpb−p + b∗−pb

∗
p

)
+ γ(s)

p σ(s)
p (4b∗pbp − 2N−1a∗pap)

)]
+ 2

∫ 1

0

ds
∑
p∈PH

p2ηpγ
(s)
p σ(s)

p

(
1− N+

N

)
=
∑
p∈PH

p2ηp
(
bpb−p + b∗−pb

∗
p

)
+
∑
p∈PH

p2η2
p

(
1− N+

N

)
+ EK1

(3.14)

with

EK1 =

∫ 1

0

ds
∑
p∈PH

p2ηp
[(

(γ(s)
p )2 − 1

)
+ (σ(s)

p )2
](
bpb−p + b∗−pb

∗
p

)
+

∫ 1

0

ds
∑
p∈PH

p2ηpγ
(s)
p σ(s)

p (4b∗pbp − 2N−1a∗pap)
)

+ 2

∫ 1

0

ds
∑
p∈PH

p2ηp
[
(γ(s)
p − 1)σ(s)

p + (σ(s)
p − sηp)

] (
1− N+

N

)
.

For an arbitrary ξ ∈ F≤N+ , we bound

|〈ξ, EK1 ξ〉| ≤ C
∑
p∈PH

p2|ηp|3‖bpξ‖‖(N+ + 1)1/2ξ‖+ C(1 +N−1)
∑
p∈PH

p2η2
p‖apξ‖2

+ C
∑
p∈PH

p2η4
p

≤ C`α‖(N+ + 1)1/2ξ‖2,

(3.15)
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since |
(
(γ

(s)
p )2 − 1

)
| ≤ Cη2

p, (σ
(s)
p )2 ≤ Cη2

p and p2ηp ≤ C, for all p ∈ PH .
We consider now G2 in (3.13). We split it as G2 = G21 + G22 + G23 + G24,

with

G21 =

∫ 1

0

ds
∑
p∈PH

p2ηp

(
γ(s)
p bpd

(s)
−p + h.c.

)
,

G22 =

∫ 1

0

ds
∑
p∈PH

p2ηp

(
σ(s)
p b∗−pd

(s)
−p + h.c.

)
,

G23 =

∫ 1

0

ds
∑
p∈PH

p2ηp
(
γ(s)
p d(s)

p b−p + h.c.
)
,

G24 =

∫ 1

0

ds
∑
p∈PH

p2ηp
(
σ(s)
p d(s)

p b∗p + h.c.
)
.

(3.16)

We start from G21. We write

G21 =

∫ 1

0

ds
∑
p∈PH

p2ηp(γ
(s)
p − 1)bpd

(s)
−p +

∫ 1

0

ds
∑
p∈Λ∗+

p2ηpbpd
(s)
−p

−
∫ 1

0

ds
∑
p∈P cH

p2ηpbp

[
d

(s)
−p +

1

N

∑
q∈PH

sηqb
∗
qa
∗
−qa−p

]

+

∫ 1

0

ds
s

N

∑
p∈P cH ,q∈PH

p2ηpηqbpb
∗
qa
∗
−qa−p + h.c.

where with P c
H we mean P c

H = Λ∗+ \ PH . Using (2.5) we rewrite

bpN+b
∗
p = (N++1)bpb

∗
p = (N++1)(1−N+/N)+(N++1)(b∗pbp−N−1a∗pap), (3.17)

to manipulate a bit the second term and we arrive at

G21 = −
∑
p∈PH

p2ηp
N+ + 1

N

N −N+

N
+
[
EK2 + h.c.

]
(3.18)

where EK2 =
∑5

j=1 EK2j , with

EK21 =
1

2N

∑
p∈PH

p2η2
p(N+ + 1)

(
b∗pbp −

1

N
a∗pap

)
, EK24 = −

∫ 1

0

ds
∑
p∈P cH

p2ηpbp
¯̄d
(s)
−p

EK22 =

∫ 1

0

ds
∑
p∈PH

p2ηp(γ
(s)
p − 1)bpd

(s)
−p, EK25 =

1

2N

∑
p∈P cH ,q∈PH

p2ηpηqbpb
∗
qa
∗
−qa−p

EK23 =

∫ 1

0

ds
∑
p∈Λ∗+

p2ηpbpd̄
(s)
−p,

(3.19)
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where

d̄
(s)
−p = d

(s)
−p + sηH(p)

N+

N
b∗p, and ¯̄d

(s)
−p = d

(s)
−p +

1

N

∑
q∈PH

sηqb
∗
qa
∗
−qa−p. (3.20)

Let us consider the first term in (3.19), this can be easily bound

|〈ξ, EK21ξ〉| ≤ C
∑
p∈PH

p2η2
p‖apξ‖2 ≤ C`α‖N 1/2

+ ξ‖2 (3.21)

and, using |γ(s)
p − 1| ≤ Cη2

p and (2.34) in Lemma 2.3,

|〈ξ, EK22ξ〉| ≤
∑
p∈PH

p2|ηp|3‖N 1/2
+ ξ‖‖d(s)

−pξ‖

≤
∑
p∈PH

p2|ηp|3‖N 1/2
+ ξ‖

[
|ηp|‖N 1/2

+ ξ‖+ ‖ηH‖‖apξ‖
]

≤ C(`2α + `3α)‖(N+ + 1)1/2ξ‖2.

(3.22)

With (2.35) in Lemma 2.3, we can also estimate

|〈ξ, EK24ξ〉| ≤
∫ 1

0

ds
∑
p∈P cH

p2|ηp|‖(N+ + 1)1/2ξ‖‖ ¯̄d
(s)
−pξ‖

≤ C‖ηH‖2‖(N+ + 1)1/2ξ‖
∑
p∈P cH

‖apξ‖

≤ C‖ηH‖2‖(N+ + 1)1/2ξ‖
[ ∑
|p|∈P cH

‖ap‖2
]1/2[ ∑

|p|≤`−α
1
]1/2

≤ C`α‖(N+ + 1)1/2ξ‖.

(3.23)

To bound the last term in (3.19), we commute bp to the right (note that p 6= q).
We find

|〈ξ, EK25ξ〉| ≤ CN−1
∑

p∈P cH ,q∈PH

p2|ηp||ηq|‖aqa−qξ‖‖apa−pξ‖

≤ C
∑

p∈P cH ,q∈PH

p2|ηp||ηq|‖aqξ‖‖apξ‖

≤ C
[ ∑
p∈P cH ,q∈PH

p2η2
q‖apξ‖2

]1/2[ ∑
p∈P cH ,q∈PH

1 · |q|2η2
q‖aqξ‖2

]1/2

sup
q∈PH

1

|q|

≤ C‖ηH‖`α`−α‖K1/2ξ‖‖(N+ + 1)1/2ξ‖
≤ C`α‖K1/2ξ‖‖(N+ + 1)1/2ξ‖.

(3.24)

To control the third term in (3.19), we first use the scattering equation (2.19) to
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write

EK23 =

∫ 1

0

ds
1

2

∑
p∈Λ∗+

(
V̂ (./Nβ) ∗ f̂N,`

)
(p)bpd̄

(s)
−p

+

∫ 1

0

dsN1+2βλ`
∑
p∈Λ∗+

(
χ̂` ∗ f̂N,`

)
(p)bpd̄

(s)
−p.

Switching to position space, we obtain

EK23 = −
∫ 1

0

ds

∫
Λ2

dxdyN2βV (Nβ(x− y))fN,`(x− y)b̌x
ˇ̄d(s)
y

+

∫ 1

0

dsN1+2βλ`

∫
Λ2

dxdyχ`(x− y)fN,`(x− y)b̌x
ˇ̄d(s)
y .

With Lemma 2.1, we find

|〈ξ, EK23ξ〉| ≤ C

∫ 1

0

ds

∫
Λ2

dxdy
[
N2βV (Nβ(x− y)) + `−2χ`(x− y)

]
× ‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2ǎx

ˇ̄d(s)
y ξ‖.

Hence, with Eq. (2.37) in Lemma 2.3,

|〈ξ, EK23ξ〉| ≤ CN−1‖ηH‖
∫ 1

0

ds

∫
Λ2

dxdy
[
N2βV (Nβ(x− y)) + `−2χ`(x− y)

]
× ‖(N+ + 1)1/2ξ‖

[
logN‖(N+ + 1)1/2ξ‖+ ‖ηH‖‖ǎx(N+ + 1)ξ‖

+ ‖ǎyξ‖+ ‖ǎxǎy(N+1)1/2ξ‖
]

≤ C`α−1‖(N+ + 1)1/2ξ‖2 + C`α‖(N+ + 1)1/2ξ‖‖(VβN)1/2 ξ‖,

for N large enough. Combining the last bound with (3.21), (3.22), (3.23), (3.24),
we conclude that

±
[
EK2 + h.c.

]
≤ C`α−1(Hβ

N + 1). (3.25)

Next, we consider the term G22 in (3.16). With (2.34) in Lemma 2.3, we find

|〈ξ,G22ξ〉| ≤ C
∑
p∈PH

p2η2
p‖b−pξ‖‖d−pξ‖

≤ C
∑
p∈PH

p2η2
p‖b−pξ‖

[
|ηp|‖(N+ + 1)1/2ξ‖+ ‖ηH‖‖bpξ‖

]
≤ C`2α‖(N+ + 1)1/2ξ‖2.

(3.26)

As for the term G23, defined in (3.16), we split it as G23 =
∑4

j=1 EK3j + h.c. , with

EK31 =

∫ 1

0

ds
∑
p∈PH

p2ηp
(
γ(s)
p − 1

)
d(s)
p b−p , EK32 =

∫ 1

0

ds
∑
p∈Λ∗+

p2ηpd
(s)
p b−p

EK33 =
1

2N

∑
p∈P cH ,q∈PH

p2ηpηqb
∗
qa
∗
−qapb−p , EK34 = −

∫ 1

0

ds
∑
p∈P cH

p2ηp
¯̄d(s)
p b−p
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with the notation for ¯̄d
(s)
p introduced in (3.20). With (2.34) in Lemma 2.3, we

find

|〈ξ, EK31ξ〉| ≤ C

∫ 1

0

∑
p∈PH

p2|ηp|3‖(N+ + 1)1/2ξ‖‖d(s)
p b−pξ‖

≤ C‖ηH‖‖(N+ + 1)1/2ξ‖
∑
p∈PH

p2|ηp|3‖bpξ‖ ≤ C`3α‖(N+ + 1)1/2ξ‖2

and also, proceeding as in (3.23),

|〈ξ, EK34ξ〉| ≤ C

∫ 1

0

ds
∑
p∈P cH

p2|ηp|‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2 ¯̄d(s)
p b−pξ‖

≤ C‖ηH‖2‖(N+ + 1)1/2ξ‖
∑
p∈P cH

p2|ηp|‖b−pξ‖

≤ C`α‖(N+ + 1)1/2ξ‖2.

(3.27)

The term EK33 coincides with the contribution EK25 in (3.19); from (3.24) we obtain
±EK33 ≤ C`2α(Hβ

N +1). As for EK32, we use (2.19) and we switch to position space.
Proceeding as we did above to control the term EK23, we arrive at

|〈ξ, EK32ξ〉| ≤ C

∫ 1

0

ds

∫
Λ2

dxdy
[
N2βV (Nβ(x− y)) + `−2χ`(x− y)

]
× ‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2ď(s)

x ǎyξ‖

With (2.36) in Lemma 2.3, we find

|〈ξ, EK32ξ〉| ≤ C‖ηH‖
∫

Λ2

dxdy
[
N2βV (Nβ(x− y)) + `−2χ`(x− y)

]
× ‖ξ‖

[
‖ǎy(N+ + 1)ξ‖+N−1/2‖ǎxǎyξ‖

]
≤ C`α−1‖(N+ + 1)1/2ξ‖2 + C`α‖(N+ + 1)1/2ξ‖‖(VβN)1/2 ξ‖.

Combining the last bounds, we conclude that

±G23 ≤ C`α−1(Hβ
N + 1). (3.28)

To estimate the term G24 in (3.16), we use (2.34) in Lemma 2.3; with (2.2),
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we find

|〈ξ,G24ξ〉|

≤ C

∫ 1

0

ds
∑
p∈PH

p2η2
p‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2d(s)

p b∗pξ‖

≤ C‖(N+ + 1)1/2ξ‖
∑
p∈PH

p2η2
p

[
|ηp|‖(N+ + 1)3/2ξ‖

+N−1‖ηH‖‖bpb∗p(N+ + 1)1/2ξ‖
]

≤ C
∑
p∈PH

|ηp|2‖(N+ + 1)1/2ξ‖2

+ CN−1‖ηH‖
∑
p∈PH

|ηp|
[
‖b∗pbp(N+ + 1)1/2ξ‖+ ‖(N+ + 1)1/2ξ‖

]
‖(N+ + 1)1/2ξ‖

≤ C(`2α + `α)‖(N+ + 1)1/2ξ‖2.

Together with (3.18), (3.25), (3.26), (3.28), this implies that

G2 = −
∑
p∈PH

p2ηp
N+ + 1

N

N −N+

N
+ EK4

where

±EK4 ≤ C`α−1(Hβ
N + 1). (3.29)

We still have to analyze G3, defined in (3.13). We split it as

G3 = EK51 + EK52 + h.c.

with

EK51 =

∫ 1

0

ds
∑
p∈Λ∗+

p2ηpd
(s)
p d

(s)
−p, EK52 = −

∫ 1

0

ds
∑
p∈P cH

p2ηpd
(s)
p d

(s)
−p.

With (2.34) in Lemma 2.3 (using ηH(p) = 0 for p ∈ P c
H) and proceeding as in

(3.27), we obtain

|〈ξ, EK52ξ〉| ≤ C‖ηH‖
∑
p∈P cH

p2|ηp|‖(N+ + 1)1/2ξ‖‖d−pξ‖

≤ C‖ηH‖2‖(N+ + 1)1/2ξ‖
∑
p∈P cH

p2|ηp|‖b−pξ‖ ≤ C`α‖(N+ + 1)1/2ξ‖2.

To estimate EK51, we use (2.19) and we switch to position space. Again, we proceed
as in the analysis of the terms EK23 and EK32 above, we obtain

|〈ξ, EK51ξ〉| ≤ C‖(N+ + 1)1/2ξ‖
∫ 1

0

ds

∫
Λ2

dxdy
[
N2βV (Nβ(x− y)) + `−2χ`(x− y)

]
× ‖(N+ + 1)−1/2ď(s)

x ď(s)
y ξ‖.
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With (2.38) in Lemma 2.3, we arrive at

|〈ξ, EK51ξ〉|

≤ C‖(N+ + 1)1/2ξ‖
∫ 1

0

ds

∫
Λ2

dxdy
[
N2βV (Nβ(x− y)) + `−2χ`(x− y)

]
×
[
(‖ηH‖2 + ‖ηH‖N−1 logN)‖(N+ + 1)1/2ξ‖+ ‖ηH‖2‖ǎxξ‖

+ ‖ηH‖2‖ǎyξ‖+ ‖ηH‖2N−1/2‖ǎxǎyξ‖
]

≤ C`2α−1‖(N+ + 1)1/2ξ‖2 + C`2α‖(N+ + 1)1/2ξ‖‖(VβN)1/2ξ‖.

Hence, ±G3 ≤ C`2α−1(Hβ
N + 1). With (3.14), (3.15), (3.29), we obtain (3.10)

and (3.11), as desired.
As explained in Corollary 2.1, the bounds in Lemma 2.3 continue to hold, with

an additional factor M−2‖f ′‖2
∞ on the r.h.s., if we replace the operators dp, d

∗
p,

¯̄dp,

ǎy
ˇ̄dx, ďxďy by their double commutators with f(N+/M). From (3.7) we conclude

that also bounds involving bp and b∗p or, analogously b̌x and b̌∗x remain true if we
replace them by their double commutator with f(N+/M). As a consequence,
(3.12) follows through the same arguments that led us to (3.11).

In the next proposition, we pass to the study of the second term on the r.h.s.
of (3.9).

Proposition 3.4. There is a constant C > 0 such that

e−BHLβ,(2,V )
N eBH

=
∑
p∈PH

V̂ (p/Nβ)ηp

(N −N+

N

)(N −N+ − 1

N

)
+
∑
p∈Λ∗+

V̂ (p/Nβ)a∗pap

(
1− N+

N

)
+

1

2

∑
p∈Λ∗+

V̂ (p/Nβ)
(
bpb−p + b∗−pb

∗
p

)
+ Eβ,(V )

N,`

(3.30)

where

±Eβ,(V )
N,` ≤C `α(Hβ

N + 1) (3.31)

and

±
[
f(N+/M),

[
f(N+/M), Eβ,(V )

N,`

]]
≤ C`αM−2‖f ′‖2

∞
(
Hβ
N + 1

)
(3.32)

for all α > 0, ` ∈ (0; 1/2) small enough, f smooth and bounded, M ∈ N and
N ∈ N large enough.
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Proof. To show (3.31), we start from (3.8) and we decompose

e−BHL(2,V )
N,β eBH =

∑
p∈Λ∗+

V̂ (p/Nβ)e−BHb∗pbpe
BH

− 1

N

∑
p∈Λ∗+

V̂ (p/Nβ)eBHa∗pape
−BH

+
1

2

∑
p∈Λ∗+

V̂ (p/Nβ)e−BH
[
bpb−p + b∗pb

∗
−p
]
eBH

=: F1 + F2 + F3.

(3.33)

With equations (2.31), we split F1 as

F1 =
∑
p∈Λ∗+

V̂ (p/Nβ)
[
γpb
∗
p + σpb−p

][
γpbp + σpb

∗
−p]

+
∑
p∈Λ∗+

V̂ (p/Nβ)
[
(γpb

∗
p + σpb−p)dp + d∗p(γpbp + σpb

∗
−p) + d∗pdp

]
=: F11 + F12

with the notation γp = cosh ηH(p), σp = sinh ηH(p) and the operators dp, as
defined in (2.31), with η replaced by ηH . We decompose

F11 =
∑
p∈Λ∗+

V̂ (p/Nβ)b∗pbp + EV1

with

EV11 =
∑
p∈PH

V̂ (p/Nβ)
[
(γ2
p − 1)b∗pbp + γpσp(b−pbp + b∗pb

∗
−p)

+ σ2
p(b
∗
pbp −N−1a∗pap) + σ2

p

(N −N+

N

)]
where we used γp = 1 and σp = 0 for p ∈ P c

H to restrict the second sum. With
|γ2
p − 1| ≤ Cη2

p, |σp| ≤ C|ηp| for all p ∈ PH and since ‖ηH‖ ≤ `α, we find

±EV11 ≤ C`α(N+ + 1)

if N is large enough. With Lemma 2.3 (with η replaced by ηH), we can also
bound ±F12 ≤ C`α(N+ + 1). We conclude that

F1 =
∑
p∈Λ∗+

V̂ (p/Nβ)b∗pbp + EV1 (3.34)

with ±EV1 ≤ C`α(N+ + 1).
Let us now focus on the second contribution on the r.h.s. of (3.33). We have

−F2 ≥ 0, and, by Lemma 2.2,

−F2 =
1

N

∑
p∈Λ∗+

V̂ (p/Nβ)e−BHa∗pape
BH

≤ ‖V̂ ‖∞
N

e−BHN+e
BH ≤ C

N
N+ ≤ `α(N+ + 1)

(3.35)
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if N ∈ N is large enough. In fact, the smallness in terms of N guarantees the
bound −F2 ≤ C`α(N+ + 1).

Finally, we turn our attention to the last term on the r.h.s. of (3.33). With
(2.31), we decompose F3 as

F3 =
1

2

∑
p∈Λ∗+

V̂ (p/Nβ)
[
γpbp + σpb

∗
−p
] [
γpb−p + σpb

∗
p

]
+ h.c.

+
1

2

∑
p∈Λ∗+

V̂ (p/Nβ)
[
(γpbp + σpb

∗
−p) d−p + dp (γpb−p + σpb

∗
p)
]

+ h.c.

+
1

2

∑
p∈Λ∗+

V̂ (p/Nβ)dpd−p + h.c.

=: F31 + F32 + F33 + h.c.

(3.36)

We decompose in turn the first term as

F31 =
1

2

∑
p∈Λ∗+

V̂ (p/Nβ)
(
bpb−p + b∗−pb

∗
p

)
+
∑
p∈PH

V̂ (p/Nβ)ηp
N −N+

N
+ EV3 (3.37)

with (recall that γp = 1 and σp = 0 for p ∈ P c
H)

EV3 =
∑
p∈Λ∗+

V̂ (p/Nβ)

[
1

2
(γ2
p − 1 + σ2

p)
(
bpb−p + b∗−pb

∗
p

)
+ 2σpγpb

∗
pbp

−N−1γpσpa
∗
pap + (γpσp − ηp)

N −N+

N

]
.

Using again the estimates |γ2
p −1| ≤ Cη2

p and |σp| ≤ C|ηp| for all p ∈ Λ∗+, we find

±EV3 ≤ C`α(N+ + 1). (3.38)

Consider now F32 in (3.36), which we split into four parts

F32 =
1

2

∑
p∈Λ∗+

V̂ (p/Nβ)
[
(γpbp + σpb

∗
−p) d−p + dp (γpb−p + σpb

∗
p)
]

+ h.c.

=: F321 + F322 + F323 + F324.

(3.39)

Starting with F321, we decompose it again as

F321 =
1

2

∑
p∈Λ∗+

V̂ (p/Nβ)(γp − 1)bpd−p +
1

2

∑
p∈Λ∗+

V̂ (p/Nβ)bp

[
d−p + ηH(p)

N+

N
b∗p

]
− 1

2

∑
p∈Λ∗+

V̂ (p/Nβ)ηH(p)bp
N+

N
b∗p + h.c.

Using (3.17), as we did in the proof of Prop. 3.3, we arrive at

F321 = −
∑
p∈PH

V̂ (p/Nβ)ηp

(
N −N+

N

)(
N+ + 1

N

)
+ EV4
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where EV4 = EV41 + EV42 + EV43 + h.c. , with

EV41 =
1

2

∑
p∈Λ∗+

V̂ (p/Nβ) (γp − 1)bpd−p , EV42 =
1

2

∑
p∈Λ∗+

V̂ (p/Nβ)bpd̄−p

EV43 = − 1

2

∑
p∈PH

V̂ (p/Nβ)ηp
N+ + 1

N
(b∗pbp −N−1a∗pap)

and with the notation d̄−p = d−p + N−1ηH(p)N+b
∗
p. Since |γp − 1| ≤ Cη2

p, we
find easily with (2.34) in Lemma 2.3 that

|〈ξ, EV41ξ〉| ≤ C
∑
p∈PH

η2
p‖(N+ + 1)1/2ξ‖

[
|ηp|‖(N+ + 1)1/2ξ‖+ ‖ηH‖‖apξ‖

]
≤ C`2α‖(N+ + 1)1/2ξ‖2.

Moreover,

|〈ξ, EV43ξ〉| ≤ C
∑
p∈PH

ηp‖apξ‖2 ≤ C`α‖N 1/2
+ ξ‖2.

While, to control EV42 we switch to position space. With (2.37) in Lemma 2.3, we
find

|〈ξ, EV42ξ〉| ≤ C

∫
Λ2

dxdy N2βV (Nβ(x− y))‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2ǎx
ˇ̄dyξ‖

≤ C‖ηH‖
∫

Λ2

dxdy N2βV (Nβ(x− y))‖(N+ + 1)1/2ξ‖

×
[
(N−1‖ηH‖+ logN/N)‖(N+ + 1)1/2ξ‖+ ‖ηH‖‖ǎxξ‖

+N−1‖ǎyξ‖+N−1/2‖ǎxǎyξ‖
]

≤ C`α‖(N+ + 1)1/2ξ‖2 + C`α‖(N+ + 1)1/2ξ‖‖(VβN)1/2 ξ‖.

We conclude that

EV4 ≤ C`α(Hβ
N + 1).

To estimate the term F322 in (3.39), we use (2.34) in Lemma 2.3 and |σp| ≤ C|ηp|;
we obtain

|〈ξ,F322ξ〉| ≤ C
∑
p∈PH

|ηp|‖b−pξ‖‖d−pξ‖

≤ C
∑
p∈PH

|ηp|‖b−pξ‖
[
|ηp|‖(N+ + 1)1/2ξ‖+ ‖ηH‖‖b−pξ‖

]
≤ C`2α‖(N+ + 1)1/2ξ‖2.

Let us now consider the term F323 on the r.h.s. of (3.39). Here, we proceed as
we did above to estimate F321. We write F323 = EV51 + EV52 + h.c. , with

EV51 =
1

2

∑
p∈Λ∗+

V̂ (p/Nβ) (γp − 1) dpb−p , EV52 =
1

2

∑
p∈Λ∗+

V̂ (p/Nβ) dpb−p.
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With |γp − 1| ≤ Cη2
p, we obtain

|〈ξ, EV51ξ〉| ≤ C
∑
p∈PH

η2
p‖(N+ + 1)1/2ξ‖‖apξ‖‖ηH‖ ≤ C`3α‖(N+ + 1)1/2ξ‖2.

While for EV52 we switch to position space, and we find, by (2.36),

|〈ξ, EV52ξ〉| ≤ C

∫
Λ2

dxdy N2βV (Nβ(x− y))‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2ďxǎyξ‖

≤ C‖η‖‖(N+ + 1)1/2ξ‖
∫

Λ2

dxdy N2βV (Nβ(x− y))

×
[
‖ǎyξ‖+N−1/2‖ǎxǎyξ‖

]
≤ C`α‖(N+ + 1)1/2ξ‖2 + C`α‖(N+ + 1)1/2ξ‖‖(VβN)1/2ξ‖.

Hence, ±F323 ≤ C`2α(Hβ
N + 1).

To estimate the term F324 in (3.39), we use (2.34) in Lemma 2.3 and the
estimate∑
p∈Λ∗+

|V̂ (p/Nβ)||ηp| ≤ C
∑

p∈Λ∗+:|p|≤Nβ

1

|p|2
+C

∑
p∈Λ∗+:|p|≥Nβ

|V̂ (p/Nβ)|
|p|2

≤ C logNβ+C,

(3.40)
where we used |ηp| ≤ C|p|−2; we find

|〈ξ,F324ξ〉| ≤ C
∑
p∈PH

∣∣V̂ (p/Nβ)
∣∣|ηp|‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2dp b

∗
pξ‖

≤ C
∑
p∈PH

∣∣V̂ (p/Nβ)
∣∣|ηp|‖(N+ + 1)1/2ξ‖

×
[
|ηp|‖(N+ + 1)1/2ξ‖+N−1‖ηH‖‖bpb∗p(N+ + 1)1/2ξ‖

]
≤ C

∑
p∈PH

∣∣V̂ (p/Nβ)
∣∣|ηp|‖(N+ + 1)1/2ξ‖

×
[
|ηp|‖(N+ + 1)1/2ξ‖+N−1‖ηH‖‖(N+ + 1)1/2ξ‖+ ‖ηH‖‖apξ‖

]
≤ C(`2α + `αN−1 logN)‖(N+ + 1)1/2ξ‖2.

Combining the last bounds, we conclude that

F32 =
∑
p∈PH

V̂ (p/Nβ)ηp

(
N −N+

N

)(
−N+ − 1

N

)
+ EV6

with

±EV6 ≤C`α(Hβ
N + 1). (3.41)

To bound the last term F33 in (3.36), we switch to position space. With
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Lemma 2.3, specifically (2.38), and (2.25), we obtain

|〈ξ,F33ξ〉| ≤ C‖(N+ + 1)1/2ξ‖
∫

Λ2

dxdy N2βV (Nβ(x− y))‖(N+ + 1)−1/2ďxďyξ‖

≤ C‖ηH‖‖(N+ + 1)1/2ξ‖
∫

Λ2

dxdy N2βV (Nβ(x− y))

×
[
(‖ηH‖+ 1)‖(N+ + 1)1/2ξ‖+ ‖ηH‖‖ǎxξ‖

+‖ηH‖‖ǎyξ‖+N−1/2‖ǎxǎyξ‖
]

≤ C`α‖(N+ + 1)1/2ξ‖2 + C`2α‖N 1/2
+ ξ‖‖(VβN)1/2ξ‖.

The last equation, combined with (3.36), (3.37), (3.38) and (3.41), implies that

F3 =
1

2

∑
p∈Λ∗+

V̂ (p/Nβ)(bpb−p + b∗−pb
∗
p)

+
∑
p∈PH

V̂ (p/Nβ)ηp

(
N −N+

N

)(
N −N+ − 1

N

)
+ EV7

with

±EV7 ≤ C`α(Hβ
N + 1).

Together with (3.34) and with (3.35), we obtain (3.30) with (3.31). Finally,
to prove Eq. (3.32) we argue similarly as we did at the end of the proof of Prop.
3.3 to show (3.12).

In conclusion of this subsection, we combine the results of Prop. 3.3 and Prop.
3.4.

Proposition 3.5. There exists a constant C > 0 such that

Gβ,(2)
N,` = K +

∑
p∈PH

[
p2η2

p + V̂ (p/Nβ)ηp

](N −N+

N

)(N −N+ − 1

N

)
+
∑
p∈PH

p2ηp
(
b∗pb
∗
−p + bpb−p

)
+
∑
p∈Λ∗+

V̂ (p/Nβ)a∗pap
N −N+

N

+
1

2

∑
p∈Λ∗+

V̂ (p/Nβ)
(
bpb−p + b∗−pb

∗
p

)
+ Eβ,(2)

N,`

where

±Eβ,(2)
N,` ≤ C`α−1(Hβ

N + 1)

and

±
[
f(N+/M),

[
f(N+/M), E (2)

N,`

]]
≤ C`α−1M−2‖f ′‖2

∞
(
Hβ
N + 1

)
for all α > 1, ` ∈ (0; 1/2) small enough, f smooth and bounded, M ∈ N, N ∈ N
large enough.
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3.1.3 Analysis of Gβ,(3)
N,` = e−BHLβ,(3)

N eBH

From (2.9), we have

Gβ,(3)
N,` =

1√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/Nβ)e−BHb∗p+qa
∗
−paqe

BH + h.c. (3.42)

Proposition 3.6. There exists a constant C > 0 such that

Gβ,(3)
N,` =

1√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/Nβ)
[
b∗p+qa

∗
−paq + h.c.

]
+ Eβ,(3)

N,` (3.43)

where

±Eβ,(3)
N,` ≤C`

α(Hβ
N + 1) (3.44)

and

± [f(N+/M), [f(N+/M), Eβ,(3)
N,` ]] ≤ CM−2‖f ′‖2

∞`
α
(
Hβ
N + 1

)
(3.45)

for all α > 0, ` ∈ (0; 1/2) small enough, f smooth and bounded, M ∈ N, N ∈ N
large enough.

Proof of Proposition 3.6. We start by writing

e−BHa∗−paqe
BH = a∗−paq +

∫ 1

0

ds e−sBH [a∗−paq, BH ]esBH

= a∗−paq +

∫ 1

0

dse−sBH (ηpbqbp + ηqb
∗
−pb
∗
−q)e

sBH .

From (3.42), we find

Gβ,(3)
N,` =

1√
N

∑
p,q∈Λ∗+:
p+q 6=0

V̂ (p/Nβ)e−BHb∗p+qe
BH a∗−paq

+
1√
N

∑
p,q∈Λ∗+,
p+q 6=0

V̂ (p/Nβ)ηH(p) e−BHb∗p+qe
BH

∫ 1

0

ds e−sBHbpbqe
sBH

+
1√
N

∑
p,q∈Λ∗+,
p+q 6=0

V̂ (p/Nβ)ηH(q) e−BHb∗p+qe
BH

∫ 1

0

ds e−sBHb∗−pb
∗
−qe

sBH

+ h.c.
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Using (2.31) we arrive at (3.43), with

Eβ,(3)
N,` =

1√
N

∑
p,q∈Λ∗+:
p+q 6=0

V̂ (p/Nβ)
(
(γp+q − 1)b∗p+q + σp+qb−p−q + d∗p+q

)
a∗−paq

+
1√
N

∑
p,q∈Λ∗+,
p+q 6=0

V̂ (p/Nβ)ηH(p) e−BHb∗p+qe
BH

∫ 1

0

ds e−sBHbpbqe
sBH

+
1√
N

∑
p,q∈Λ∗+,
p+q 6=0

V̂ (p/Nβ)ηH(q) e−BHb∗p+qe
BH

∫ 1

0

ds e−sBHb∗−pb
∗
−qe

sBH

+ h.c.

=: E (3)
1 + E (3)

2 + E (3)
3 + h.c.

(3.46)

where we defined γp = cosh ηp, σp = sinh ηp and where the operator dp is defined
as in (2.31),with η replaced by ηH . To conclude Prop. 3.6, we have to show

that the three error terms E (3)
1 , E (3)

2 , E (3)
3 all satisfy the bounds (3.44), (3.45). We

consider E (3)
1 first, and we proceed decomposing it as

E (3)
1 =

1√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/Nβ)
(
(γp+q − 1)b∗p+q + σp+qb−p−q + d∗p+q

)
a∗−paq

=: E (3)
11 + E (3)

12 + E (3)
13 .

Since |γp+q − 1| ≤ |ηH(p+ q)|2 and ‖ηH‖ ≤ C`α, we have

|〈ξ, E (3)
11 ξ〉| ≤ C

1√
N

∑
p,q∈Λ∗+:p+q 6=0

|V̂ (p/Nβ)||ηH(p+ q)|2 ‖bp+qa−pξ‖‖aqξ‖

≤ C
1√
N

[ ∑
p,q∈Λ∗+:p+q 6=0

|ηH(p+ q)|2 ‖a−p(N+ + 1)1/2ξ‖2
]1/2

×
[ ∑
p,q∈Λ∗+:p+q 6=0

|ηH(p+ q)|2‖aqξ‖2
]1/2

≤ C‖ηH‖2‖(N+ + 1)1/2ξ‖2 ≤ C`2α‖(N+ + 1)1/2ξ‖2.

(3.47)

To bound E (3)
12 we move a∗−p to the left of b−p−q (using [a−p−q, a

∗
−p] = 0, since

q 6= 0). With |σp+q| ≤ C|ηH(p+ q)|, we obtain

|〈ξ, E (3)
12 ξ〉| ≤ C

1√
N

∑
p,q∈Λ∗+:p+q 6=0

|V̂ (p/Nβ)||ηH(p+ q)| ‖a−pξ‖‖aqb−p−qξ‖

≤ C
1√
N

[ ∑
p,q∈Λ∗+:p+q 6=0

|ηH(p+ q)|2 ‖a−pξ‖2
]1/2

×
[ ∑
p,q∈Λ∗+:p+q 6=0

‖aqb−p−qξ‖2
]1/2

≤ C`α‖(N+ + 1)1/2ξ‖2.

(3.48)
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In E (3)
13 , on the other hand, we write d∗p+q = d̄∗p+q −

(N++1)
N

ηH(p + q)b−p−q. We

split E (3)
13 = E (3)

131 + E (3)
132, with

E (3)
131 =

1√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/Nβ) d̄∗p+qa
∗
−paq

E (3)
132 = − (N+ + 1)

N3/2

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/Nβ)ηH(p+ q) b−p−qa
∗
−paq.

Similarly as we did for E (3)
12 , to bound the term E (3)

132, we commute a∗−p to the left

of b−p−q and we find ±E (3)
132 ≤ CN−1/2`α(N+ +1). As for the term E (3)

131, we switch
to position space:

E (3)
131 =

1√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/Nβ) d̄∗p+qa
∗
−paq

=
1√
N

∫
Λ2

dxdyN2βV (Nβ(x− y)) ˇ̄d∗xǎ
∗
yǎx.

With (2.37), we bound

|〈ξ, E (3)
131ξ〉| ≤

1√
N

∫
Λ2

dxdyN2βV (Nβ(x− y))‖ǎxξ‖‖ǎy ˇ̄dxξ‖

≤ C√
N
‖ηH‖

∫
Λ2

dxdyN2βV (Nβ(x− y))‖ǎxξ‖

×
[
(N−1/2‖ηH‖+ logN/N1/2)‖(N+ + 1)1/2ξ‖+N−1/2‖ǎxξ‖

+ ‖ηH‖‖ǎyN 1/2
+ ξ‖+ ‖ǎxǎyξ‖

]
≤ C(`2αN−1 + logN/N`α +N−1`α + `2α)‖(N+ + 1)1/2ξ‖2

+ C`α‖(N+ + 1)1/2ξ‖‖(VβN)1/2 ξ‖.

Combining the last bound with (3.47) and (3.48) we conclude that

±E (3)
1 ≤C`α(Hβ

N + 1). (3.49)
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Next, we consider the term E (3)
2 , defined in (3.46). Using Eq. (2.31) we rewrite

E (3)
2 =

1√
N

∑
p,q∈Λ∗+,p+q 6=0

V̂ (p/Nβ)ηH(p) e−BHb∗p+qe
BH

×
∫ 1

0

ds
(
γ(s)
p γ(s)

q bpbq + σ(s)
p σ(s)

q b∗−pb
∗
−q + γ(s)

p σ(s)
q b∗−qbp + σ(s)

p γ(s)
q b∗−pbq

)
+

1√
N

∑
p,q∈Λ∗+,p+q 6=0

V̂ (p/Nβ)ηH(p) e−BHb∗p+qe
BH

∫ 1

0

ds γ(s)
p σ(s)

q [bp, b
∗
−q]

+
1√
N

∑
p,q∈Λ∗+,p+q 6=0

V̂ (p/Nβ)ηH(p) e−BHb∗p+qe
BH

×
∫ 1

0

ds
[
d(s)
p

(
γ(s)
q bq + σ(s)

q b∗−q
)

+
(
γ(s)
p bp + σ(s)

p b∗−p
)
d(s)
q + d(s)

p d(s)
q

]
=: E (3)

21 + E (3)
22 + E (3)

23

(3.50)

where, for any s ∈ [0; 1] and p ∈ Λ∗+, γ
(s)
p = cosh(sηH(p)), σ

(s)
p = sinh(sηH(p))

and d
(s)
p is the operator defined as in (2.31), with η replaced by ηH . First we

bound

|〈ξ, E (3)
21 ξ〉| ≤ C

1√
N

∑
p,q∈Λ∗+:p6=−q

|ηH(p)|‖bp+qeBHξ‖
[
‖bpbqξ‖

+ |ηH(p)|‖bq(N+ + 1)1/2ξ‖+ |ηH(q)|‖bp(N+ + 1)1/2ξ‖

+ |ηH(p)||ηH(q)|‖(N+ + 1)ξ‖
]

≤ C
1√
N

(
‖ηH‖+ ‖ηH‖2 + ‖ηH‖3

)
‖(N+ + 1)1/2ξ‖2

≤ CN−1/2(`α + `2α + `3α)‖(N+ + 1)1/2ξ‖2.

(3.51)

Since [bp, b
∗
−q] = −a∗−qap/N for all p 6= −q, we find

|〈ξ, E (3)
22 ξ〉| ≤ CN−3/2

∑
p,q∈Λ∗+,p+q 6=0

|ηH(p)||ηH(q)|‖bp+qeBHξ‖‖ap(N+ + 1)1/2ξ‖

≤ CN−1‖η‖2‖(N+ + 1)1/2ξ‖2 ≤ CN−1`2α‖(N+ + 1)1/2ξ‖2.

(3.52)

To bound the third term on the r.h.s. of (3.50), we switch to position space.
We obtain

E (3)
23 =

1√
N

∫
Λ3

dxdydzN2βV (Nβ(x− z))η̌(z − y) e−BH b̌∗xe
BH

×
∫ 1

0

ds
[
ď(s)
y

(
b(γ̌(s)

x ) + b∗(σ̌(s)
x )
)

+
(
b(γ̌(s)

y ) + b∗(σ̌(s)
y )
)
ď(s)
x + ď(s)

y ď(s)
x

]
.
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Using the bounds (2.36), (2.37), (2.38) and Lemma 2.2 we arrive at

|〈ξ, E (3)
23 ξ〉| ≤ CN−1/2‖ηH‖

∫
Λ3

dxdydz N2βV (Nβ(x− z))|η̌(y − z)| ‖b̌xeBHξ‖

×
[
‖b̌xb̌yξ‖+ ‖(N+ + 1)ξ‖+ ‖b̌x(N+ + 1)1/2ξ‖+ ‖b̌y(N+ + 1)1/2ξ‖

]
≤ C‖ηH‖2

√
N
‖N 1/2

+ eBHξ‖‖(N+ + 1)ξ‖

≤ C`2α‖(N+ + 1)1/2ξ‖2.

Combined with (3.51) and (3.52), the last bound implies that

±E (3)
2 ≤C`α(N+ + 1). (3.53)

Finally, we consider the last term on the r.h.s. of (3.46). In this case, we estimate
the expectation of its adjoint -in absolute value- because it is more convenient.
We split it as follows

E (3)∗
3 =

1√
N

∑
p,q∈Λ∗+,
p+q 6=0

V̂ (p/Nβ)ηH(q)

∫ 1

0

ds e−sBHb−qe
sBH

×
(
γ(s)
p b−p + σ(s)

p b∗p + d
(s)
−p
)(
γp+qbp+q + σp+qb

∗
−p−q + dp+q

)
=

1√
N

∑
p,q∈Λ∗+,
p+q 6=0

V̂ (p/Nβ)ηH(q)

∫ 1

0

ds e−sBHb−qe
sBH

×
[
γ(s)
p γp+qb−pbp+q + σ(s)

p σp+qb
∗
pb
∗
−p−q + γ(s)

p σp+qb
∗
−p−qb−p + γp+qσ

(s)
p b∗pbp+q

+ d
(s)
−p
(
γp+qbp+q + σp+qb

∗
−p−q

)
+
(
γ(s)
p b−p + σ(s)

p b∗p
)
dp+q + d

(s)
−pdp+q

]
+

1√
N

∑
p,q∈Λ∗+,
p+q 6=0

V̂ (p/Nβ)ηH(q)

∫ 1

0

ds e−sBHb−qe
sBHγ(s)

p σp+q[b−p, b
∗
−p−q]

=: E (3)
31 + E (3)

32 .

Using that q 6= 0 and thus that [b−p, b
∗
−p−q] = −a∗−p−qa−p/N , we can estimate the
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second term by

|〈ξ,E (3)
32 ξ〉|

≤ C
1

N3/2

∫ 1

0

ds
∑

p,q∈Λ∗+,
p+q 6=0

|ηH(q)||ηH(p+ q)| ‖a−p−q e−sBHb∗−qesBHξ‖‖a−pξ‖

≤ C
1

N3/2

∫ 1

0

ds
[ ∑
p,q∈Λ∗+
p+q 6=0

|ηH(q)|2 ‖a−p−q e−sBHb∗−qesBHξ‖2
]1/2

×
[ ∑
p,q∈Λ∗+
p+q 6=0

|ηH(p+ q)|2‖a−pξ‖2
]1/2

≤ CN−1‖η‖2‖(N+ + 1)1/2ξ‖2 ≤ C`2αN−1‖(N+ + 1)1/2ξ‖2.

(3.54)

To bound the expectation of E (3)
31 , it is convenient to switch to position space.

We find

E (3)
31 =

1√
N

∫ 1

0

ds

∫
Λ2

dxdy N2βV (Nβ(x− y)) e−sBHb(η̌H,x)e
sBH

×
[
b(γ̌(s)

x )b(γ̌y) + b∗(σ̌(s)
x )b∗(σ̌y) + b∗(σ̌y)b(γ̌

(s)
x ) + b∗(σ̌(s)

x )b(γ̌y)

+ ď(s)
x

(
b(γ̌y) + b∗(σ̌y)

)
+
(
b(γ̌(s)

x ) + b∗(σ̌(s)
x )
)
ďy + ď(s)

x ďy

]
where we used the notation η̌, γ̌(s) and σ̌(s) to indicate the functions on Λ
with Fourier coefficients ηH(p), cosh(sηH(p)) and, respectively, sinh(sηH(p)), and
where η̌H,x, γ̌x and σ̌x denote the functions defined by η̌H,x(z) = η̌H(z − x),
γ̌x(z) = γ̌(z − x) and σ̌x(z) = σ̌(z − x). Using (2.36), (2.37), (2.38) and the
bound (2.25), we find, for N large enough,

|〈ξ, E (3)
31 ξ〉| ≤

C√
N

∫ 1

0

ds

∫
Λ2

dxdy N2βV (Nβ(x− y))‖b∗(η̌H,x)esBHξ‖

×
[
‖b̌xb̌yξ‖+ ‖b̌x(N+ + 1)1/2ξ‖+ ‖b̌y(N+ + 1)1/2ξ‖+ ‖(N+ + 1)ξ‖

]
.

With Lemma 2.2, we estimate

‖b∗(η̌H,x)esBHξ‖ ≤ C‖ηH‖‖(N+ + 1)1/2ξ‖

and so, we conclude that

|〈ξ, E (3)
31 ξ〉| ≤C`α‖(N+ + 1)1/2ξ‖2 + C`α‖(VβN)1/2 ξ‖‖(N+ + 1)1/2ξ‖.

From (3.54), we find

±E (3)
3 ≤C`α(Hβ

N + 1)
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and thus, combining this bound with (3.46), (3.49) and (3.53), we arrive at

±E (3)
N,` ≤C`

α(Hβ
N + 1)

This proves (3.44). The bound (3.45) follows similarly, arguing as we did at the
end of the proof of Prop. 3.3 to show (3.12).

3.1.4 Analysis of Gβ,(4)
N,` = e−BHLβ,(4)

N eBH

With Lβ,(4)
N as defined in (2.7), we write

Gβ,(4)
N,` = e−BHLβ,(4)

N eBH

= VβN +
1

2N

∑
q∈Λ∗+,r∈Λ∗

q, q+r∈PH

V̂ (r/Nβ)ηq+rηq

(
1− N+

N

)(
1− N+ + 1

N

)

+
1

2N

∑
q∈Λ∗+,r∈Λ∗:
q+r∈PH

V̂ (r/Nβ) ηq+r
(
bqb−q + b∗qb

∗
−q
)

+ Eβ,(4)
N,` .

Proposition 3.7. There exists a constant C > 0 such that

±Eβ,(4)
N,` ≤C`

α(Hβ
N + 1) (3.55)

and

± [f(N+/M), [f(N+/M), Eβ,(4)
N,` ]] ≤ CM−2‖f ′‖2

∞`
α
(
Hβ
N + 1

)
(3.56)

for all α > 0, ` ∈ (0; 1/2) small enough, f smooth and bounded, M ∈ N, N ∈ N
large enough.

In the proof of Prop. 3.7, we are going to use the following lemma, which is
an adaptation to this scaling of [10, Lemma 7.7], due to the different L∞ norm
of η̌(x), and it simplify computations for the proof of Prop. 3.7.

Lemma 3.8. Let η ∈ `2(Λ∗), as defined in (2.22). Then there exists a constant
C > 0 such that

‖(N+ + 1)n/2e−B b̌xb̌ye
Bξ‖

≤ C
[
‖(N+ + 1)(n+2)/2ξ‖+ logN‖(N+ + 1)n/2ξ‖

+ ‖ǎy(N+ + 1)(n+1)/2ξ‖+ ‖ǎx(N+ + 1)(n+1)/2ξ‖+ ‖ǎxǎy(N+ + 1)n/2ξ‖
]

(3.57)

for all ξ ∈ F≤N+ , n ∈ Z.
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Proof. We consider n = 0, the general case follows similarly. With the notation
γp = cosh ηp, rp = 1 − γp, σp = sinh ηp and denoting by σ̌, ř the functions in
L2(Λ) with Fourier coefficients σp and rp, we use (2.31) to write

‖e−B b̌xb̌yeBξ‖ = ‖
(
b̌x + b(řx) + b∗(σ̌x) + ďx

)(
b̌y + b(řy) + b∗(σ̌y) + ďy

)
ξ‖

≤ ‖b̌xb̌yξ‖+ C(‖b̌xN 1/2
+ ξ‖+ ‖b̌yN 1/2

+ ξ‖) + C|σ̌(x− y)|‖ξ‖
+ ‖b̌xďyξ‖+ ‖ďx

(
b̌y + b(řy) + b∗(σ̌y) + ďy

)
ξ‖

because ‖r‖, ‖σ‖ ≤ C‖η‖ ≤ C. Using Eq. (2.38) and (after writing b̌xďy =

b̌x
ˇ̄dy−b̌x(N+/N)b∗(η̌y)) Eq. (2.37), and with the bound (2.25) (which also implies

|σ̌(x)| ≤ C logN), we obtain (3.57).

Proof of Prop. 3.7. We start by writing

e−BHLβ,(4)
N eBH

=
1

2N

∑
p,q∈Λ∗+,r∈Λ∗:

r 6=−p,q

V̂ (r/Nβ)e−BHa∗pa
∗
qaq−rap+re

BH

= VβN +
1

2N

∑
p,q∈Λ∗+,r∈Λ∗:

r 6=−p,q

V̂ (r/Nβ)

∫ 1

0

ds e−sBH
[
a∗pa

∗
qaq−rap+r, BH

]
esBH

= VβN +
1

2N

∑
q∈Λ∗+,r∈Λ∗:

r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds
(
e−sBHb∗qb

∗
−qe

sBH + h.c.
)

+
1

N

∑
p,q∈Λ∗+,r∈Λ∗:

r 6=p,−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds
(
e−sBHb∗p+rb

∗
qa
∗
−q−rape

sBH + h.c.
)
.

(3.58)

Notice that

e−sBHa∗−q−rape
sBH

= a∗−q−rap +

∫ s

0

dτ e−τBH
[
a∗−q−rap, BH

]
e−τBH

= a∗−q−rap +

∫ s

0

dτ e−τBH
(
ηH(p)b∗−pb

∗
−q−r + ηH(q + r)bpbq+r

)
e−τBH .

Inserting in (3.58), we can rewrite

Gβ,(4)
N,` − V

β
N = W1 + W2 + W3 + W4
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with

W1 =
1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds
(
e−sBHbqb−q e

sBH + h.c.
)

W2 =
1

N

∑
p,q∈Λ∗+,r∈Λ∗:

r 6=p,−q

V̂ (r/Nβ) ηH(q + r)

∫ 1

0

ds
(
e−sBHb∗qb

∗
−qe

sBHa∗−q−rap + h.c.
)

W3 =
1

N

∑
p,q∈Λ∗+,r∈Λ∗:r 6=−p−q

V̂ (r/Nβ)ηH(q + r)ηH(p)

×
∫ 1

0

ds

∫ s

0

dτ
(
e−sBHb∗p+rb

∗
qe
sBHe−τBHb∗−pb

∗
−q−re

τBH + h.c.
)

W4 =
1

N

∑
p,q∈Λ∗+,r∈Λ∗:r 6=−p−q

V̂ (r/Nβ) η2
H(q + r)

×
∫ 1

0

ds

∫ s

0

dτ
(
e−sBHb∗p+rb

∗
qe
sBHe−τBHbpbq+re

τBH + h.c.
)
.

(3.59)

Let us first consider the term W1. With (2.31), we find

W1 =
1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)

×
∫ 1

0

ds
(
γ(s)
q bq + σ(s)

q b∗−q + d(s)
q

)(
γ(s)
q b−q + σ(s)

q b∗q + d
(s)
−q
)

+ h.c.

where we defined γ
(s)
q = cosh(sηH(q)), σ

(s)
q = sinh(sηH(q)) and where d

(s)
q is

defined as in (2.31), with η replaced by sηH . We split

W1 =
1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds(γ(s)
q )2(bqb−q + h.c. )

+
1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds γ(s)
q σ(s)

q

(
[bq, b

∗
q] + h.c.

)
+

1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds γ(s)
q

(
bqd

(s)
−q + h.c.

)
+ E (4)

10

=: W11 + W12 + W13 + E (4)
10

(3.60)

where
E (4)

10 = E (4)
101 + E (4)

102 + E (4)
103 + E (4)

104 + E (4)
105 (3.61)
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with the errors

E (4)
101 =

1

2N

∑
q∈Λ∗+,r∈Λ∗:

r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds
[
2γ(s)

q σ(s)
q b∗qbq + (σ(s)

q )2b∗−qb
∗
q + h.c.

]

E (4)
102 =

1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds σ(s)
q

(
b∗−qd

(s)
−q + h.c.

)
E (4)

103 =
1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds σ(s)
q

(
d(s)
q b∗q + h.c.

)
E (4)

104 =
1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds γ(s)
q

(
d(s)
q b−q + h.c.

)
E (4)

105 =
1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds
(
d(s)
q d

(s)
−q + h.c.

)
.

(3.62)

From the bound (3.40), for all β > 0 considered in Theorem 1.3 we have

1

N
sup
q∈Λ∗+

∑
r∈Λ∗+

|V̂ (r/Nβ)||ηq+r| ≤ C (3.63)

uniformly in N ∈ N. We can bound the first term in (3.62) by

|〈ξ, E (4)
101ξ〉| ≤ C

∑
q∈Λ∗+

[
|ηq|‖bqξ‖2 + η2

q‖bqξ‖‖(N+ + 1)1/2ξ‖
]

≤ C`α‖(N+ + 1)1/2ξ‖2.

To estimate the second term in (3.62), we use (3.63) and Lemma 2.3; we find

|〈ξ, E (4)
102ξ〉| ≤ C

∑
q∈Λ∗+

|ηH(q)|‖b−qξ‖
[
|ηH(q)|‖(N+ + 1)1/2ξ‖+ ‖ηH‖‖b−qξ‖

]
≤ C`2α‖(N+ + 1)1/2ξ‖2.

For the third term in (3.62) we switch to position space and use (2.36) as well
as (2.25):

|〈ξ, E (4)
103ξ〉| ≤

C

N

∫
dxdyN2βV (Nβ(x− y))|η̌H(x− y)|

×
∫ 1

0

ds ‖(N + 1)−1/2ďyb
∗(σ̌(s)

x )ξ‖‖(N + 1)1/2ξ‖

≤ C

N
‖η̌‖∞‖η‖

∫
dxdyN2βV (Nβ(x− y))‖(N+ + 1)1/2ξ‖

∫ 1

0

ds

×
[
‖b∗(σ̌(s)

x )ξ‖+
1

N
|η̌(s)(x− y)|‖(N + 1)1/2ξ‖+

1√
N
‖b∗(σ̌(s)

x )b̌yξ‖
]

≤ C
(logN)2

N2
`α‖(N+ + 1)1/2ξ‖2 .
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Consider now the fourth term in (3.62). We write E (4)
104 = E (4)

1041 + E (4)
1042, with

E (4)
1041 =

1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds (γ(s)
q − 1)dqb−q

E (4)
1042 =

1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds d(s)
q b−q.

With |γ(s)
q − 1| ≤ C|ηH(q)|2, (3.63) and Lemma 2.3, we easily find

|〈ξ, E (4)
1041ξ〉| ≤ C`2α‖(N+ + 1)1/2ξ‖2.

While to study the term E (4)
1042, we switch to position space. Using (2.25) and

(2.36) in Lemma 2.3, we obtain

|〈ξ, E (4)
1042ξ〉| =

∣∣∣ 1

2N

∫ 1

0

ds

∫
Λ2

dxdyN2βV (Nβ(x− y))η̌H(x− y)〈ξ, ď(s)
x b̌yξ〉

∣∣∣
≤ C

logN

N

∫ 1

0

∫
Λ2

dxdyN2βV (Nβ(x− y))‖(N+ + 1)1/2ξ‖×

× ‖(N+ + 1)−1/2ď(s)
x b̌yξ‖

≤ C
logN

N
‖ηH‖

∫ 1

0

∫
Λ2

dxdyN2βV (Nβ(x− y))‖(N+ + 1)1/2ξ‖

×N−1
[
‖ǎyN+ξ‖+ ‖ǎxǎyN 1/2

+ ξ‖
]

≤ C`α
logN

N
‖(N+ + 1)1/2ξ‖2 + C`α

logN

N
‖(N+ + 1)1/2ξ‖‖(VβN)1/2ξ‖.

Let us now consider the last term in (3.62). Switching to position space and
using (2.38) in Lemma 2.3 and again (2.25), we arrive at

|〈ξ, E (4)
105ξ〉| ≤ C

logN

N

∫
Λ2

dxdy N2βV (Nβ(x− y))‖(N+ + 1)1/2ξ‖

× ‖(N+ + 1)−1/2ďxďyξ‖

≤ C
logN

N
‖ηH‖‖(N+ + 1)1/2ξ‖

∫
Λ2

dxdy N2βV (Nβ(x− y))

×
[
(‖ηH‖+ 1)‖(N+ + 1)1/2ξ‖+ ‖ηH‖‖ǎxξ‖+ ‖ǎyξ‖+N−1/2‖ǎxǎyξ‖

]
≤ C

logN

N
`α‖(N+ + 1)1/2ξ‖2

+ C
logN

N
`α‖(N+ + 1)1/2ξ‖‖(VβN)1/2ξ‖.

We conclude that the error term (3.61) can be estimated by

±E (4)
10 ≤ C`α(Hβ

N + 1).
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Next, we come back to the terms W11,W12,W13 defined in (3.60). Using (3.63)

and |γ(s)
q − 1| ≤ CηH(q)2, we can write

W11 =
1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)(bqb−q + h.c. ) + E (4)
11 (3.64)

where E (4)
11 satisfies the estimate

|〈ξ, E (4)
11 ξ〉| ≤

C

N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

|V̂ (r/Nβ)||ηH(q + r)||ηH(q)|2‖bqξ‖‖(N+ + 1)1/2ξ‖

≤ C`2α‖(N+ + 1)ξ‖2.

The second term in (3.60) can be decomposed as

W12 =
1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)ηH(q)

(
1− N+

N

)
+ E (4)

12 (3.65)

where the error

E (4)
12 =

1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds(γ(s)
q σ(s)

q − sηH(q))

(
1− N+

N

)

− 1

2N2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

dsγ(s)
q σ(s)

q a∗qaq

can be bounded, using (3.63) and |γ(s)
q σ

(s)
q − sηH(q))|| ≤ C|ηq|3, by

±E (4)
12 ≤ C`α(N+ + 1).

As for the third term on the r.h.s. of (3.60), we write

W13 = − 1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)ηH(q)

(
1− N+

N

)
N+ + 1

N
+ E (4)

13

(3.66)

where E (4)
13 = E (4)

131 + E (4)
132 + E (4)

133 + E (4)
134, with

E (4)
131 =

1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds(γ(s)
q − 1)bqd

(s)
−q + h.c.

E (4)
132 =

1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)

∫ 1

0

ds bq

[
d

(s)
−q + sηH(q)

N+

N
b∗q

]
+ h.c.

E (4)
133 = − 1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)ηH(q)b∗qbq
N+ + 1

N

E (4)
134 =

1

2N2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)ηH(q)a∗qaq
N+ + 1

N
.
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It is easy to estimate the last two terms: with (3.63), we have

±E (4)
133 ≤ C(logN)/N`α(N+ + 1), ±E (4)

134 ≤ C(logN)/N`α(N+ + 1).

With |γ(s)
q − 1| ≤ CηH(q)2, Lemma 2.3 and, again, (3.63), we also find

|〈ξ, E (4)
131ξ〉| ≤

C

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

|V̂ (r/Nβ)||ηH(q + r)||ηH(q)|2‖(N+ + 1)1/2ξ‖

×
[
|ηq|‖(N+ + 1)1/2ξ‖+ ‖η‖‖bqξ‖

]
≤ C

logN

N
`2α‖(N+ + 1)1/2ξ‖2.

Let us now focus on E (4)
132. Switching to position space making use of the notation

ˇ̄d
(s)
y = d

(s)
y +s(N+/N)b∗(η̌H,y) and using Lemma 2.3, specifically (2.37), we obtain

|〈ξ, E (4)
132ξ〉| =

∣∣∣ C
2N

∫ 1

0

ds

∫
Λ2

dxdyN2βV (Nβ(x− y))η̌H(x− y)〈ξ, b̌xďyξ〉
∣∣∣

≤ C
logN

2N
‖ηH‖

∫
Λ2

dxdyN2βV (Nβ(x− y))‖(N+ + 1)1/2ξ‖

×
[
(N−1 +N−1 logN)‖(N+ + 1)1/2ξ‖+N−1‖ǎxξ‖

+‖ηH‖‖ǎyξ‖+N−1‖ǎxǎyN 1/2
+ ξ‖

]
≤ C

logN

N
`α‖(N+ + 1)1/2ξ‖2

+ C
logN

N
`α‖(N+ + 1)1/2ξ‖‖(VβN)1/2 ξ‖.

We conclude that ±E (4)
13 ≤ C`α(Hβ

N + 1). Combining this with (3.64), (3.65),
(3.66), we obtain

W1 =
1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)
(
bqb−q + h.c.

)
+

1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/Nβ)ηH(q + r)ηH(q)

(
1− N+

N

)(
1− N+ + 1

N

)
+ E (4)

1

(3.67)

with
±E (4)

1 ≤ C`α(Hβ
N + 1).

We focus now on the remaining terms in Eq. (3.59). First, consider W2, we
switch to position space and we find

W2 =
1

N

∫
Λ2

dxdyN2βV (Nβ(x− y))

∫ 1

0

ds
(
e−sBH b̌∗xb̌

∗
ye
sBHa∗(η̌H,x)ǎy + h.c.

)
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with the notation η̌H,x(z) = η̌H(x− z). By Cauchy-Schwarz, we have

|〈ξ,W2ξ〉| ≤
C

N

∫
Λ2

dxdy N2βV (Nβ(x− y))

∫ 1

0

ds

× ‖(N+ + 1)1/2e−sBH b̌xb̌ye
sBHξ‖‖(N+ + 1)−1/2a∗(η̌H,x)ǎyξ‖.

With
‖(N+ + 1)−1/2a∗(η̌H,x)ǎyξ‖ ≤ C‖ηH‖‖ǎyξ‖ ≤ C`α‖ǎyξ‖

and using Lemma 3.8, we obtain

|〈ξ,W2ξ〉| ≤
C`α

N

∫
Λ2

dxdy N2βV (Nβ(x− y))‖ǎyξ‖

×
{

(logN +N)‖(N+ + 1)1/2ξ‖+N‖ǎxξ‖+N‖ǎyξ‖+N1/2‖ǎxǎyξ‖
}

≤ C`α ‖(N+ + 1)1/2ξ‖2 + C`α‖(N+ + 1)1/2ξ‖‖(VβN)1/2 ξ‖.
(3.68)

Also for the term W3 in (3.59), we switch to position space. We find

W3 =
C

N

∫
Λ2

dxdy N2βV (Nβ(x− y))

×
∫ 1

0

ds

∫ s

0

dτ
(
e−sBH b̌∗xb̌

∗
ye
sBH e−τBHb∗(η̌H,x)b

∗(η̌H,y)e
τBH + h.c.

)
and so

|〈ξ,W3ξ〉| ≤
C

N

∫
Λ2

dxdy N2βV (Nβ(x− y))

×
∫ 1

0

ds

∫ s

0

dτ ‖(N+ + 1)1/2e−sBH b̌xb̌ye
sBHξ‖

× ‖(N+ + 1)−1/2e−τBHb∗(η̌H,x)b
∗(η̌H,y)e

τBHξ‖ .

With Lemma 2.2, we find

‖(N+ + 1)−1/2e−τBHb∗(η̌H,x))b
∗(η̌H,y)e

τBHξ‖ ≤ C‖ηH‖2‖(N+ + 1)1/2ξ‖.

Using Lemma 3.8, we conclude that

|〈ξ,W3ξ〉| ≤
C

N
‖ηH‖2

∫
Λ2

dxdy N2βV (Nβ(x− y))‖(N+ + 1)1/2ξ‖

×
{

(logN +N)‖(N+ + 1)1/2ξ‖+N‖ǎxξ‖+N‖ǎyξ‖+N1/2‖ǎxǎyξ‖
}

≤ C`2α ‖(N+ + 1)1/2ξ‖2 + C`2α‖(VβN)1/2 ξ‖‖(N+ + 1)1/2ξ‖.
(3.69)

The term W4 in (3.59) can be bounded similarly. Switching to position space,
we find

W4 =
1

N

∫
dxdy N2βV (Nβ(x− y))

×
∫ 1

0

ds

∫ s

0

dτ
(
e−sBH b̌∗xb̌

∗
y e

sBH e−τBHb(η̌2
H,x)b̌ye

τBH + h.c.
)
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where η̌H
2 denotes the function with Fourier coefficients η2

H(q), for q ∈ Λ∗, and
where η̌2

H,x(y) := η̌H
2(x − y). We conclude that ‖η̌2

x‖ = ‖η2
H‖ ≤ C`3α. With

Cauchy-Schwarz, we arrive at

|〈ξ,W4ξ〉| ≤
C`3α

N

∫ 1

0

ds

∫ s

0

dτ

∫
dxdyN2βV (Nβ(x− y))

× ‖(N+ + 1)1/2e−sBH b̌y b̌xe
sBHξ‖‖b̌yeτBHξ‖.

Applying Lemma 3.8 and then Lemma 2.2, we obtain

|〈ξ,W4ξ〉| ≤
C`3α

N

∫ 1

0

ds

∫ s

0

dτ

∫
dxdyN2βV (Nβ(x− y))‖b̌yeτBHξ‖

×
{

(logN +N)‖(N+ + 1)1/2ξ‖+N‖ǎxξ‖
+N‖ǎyξ‖+N1/2‖ǎxǎyξ‖

}
≤ C`3α‖(N+ + 1)1/2ξ‖2 + C`3α‖(VβN)1/2 ξ‖‖(N+ + 1)1/2ξ‖.

Finally, combining (3.67), (3.68), (3.69) together with the last bound, we end up
with

Gβ,(4)
N,` = VβN +

1

2N

∑
q∈Λ∗+,r∈Λ∗:

r 6=−q

V̂ (r/Nβ)ηH(q + r)
(
bqb−q + h.c.

)

+
1

2N

∑
q∈Λ∗+,r∈Λ∗:

r 6=−q

V̂ (r/Nβ)ηH(q + r)ηH(q)

(
1− N+

N

)(
1− N+ + 1

N

)

+ Eβ,(4)
N,`

where Eβ,(4)
N,` satisfies (3.55). As for the bound (3.56), again, we argue similarly

as we did at the end of the proof of Prop. 3.3 to show (3.12).

3.1.5 Proof of Propositions 2.4

Aim of this subsection is to prove Proposition 2.4. To this end we combine
the results of subsections 3.1.1 - 3.1.4. Indeed, from Propositions 3.2, 3.5, 3.6,
3.7, we conclude that the excitation Hamiltonian GβN,` defined in (2.39) is such
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that

GβN,` =
V̂ (0)

2
(N +N+ − 1)

(
1− N+

N

)
+
∑
p∈PH

ηp

[
p2ηp + V̂ (p/Nβ) +

1

2N

∑
r∈Λ∗

p+r∈PH

V̂ (r/Nβ)ηp+r

](N −N+

N

)(N −N+ − 1

N

)

+K +
∑
p∈Λ∗+

V̂ (p/Nβ)a∗pap
N −N+

N

+
∑
p∈PH

[
p2ηp +

1

2
V̂ (p/Nβ) +

1

2N

∑
r∈Λ∗: p+r∈PĤ

V (r/Nβ)ηp+r

](
b∗pb
∗
−p + bpb−p

)
+

1

2

∑
p∈P cH

[
V̂ (p/Nβ) +

1

2N

∑
r∈Λ∗: p+r∈PĤ

V (r/Nβ)ηp+r

](
bpb−p + b∗−pb

∗
p

)
+

1√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/Nβ)
[
b∗p+qa

∗
−paq + h.c.

]
+ VβN + Eβ1

(3.70)

where
±Eβ1 ≤ C`α−1(Hβ

N + 1)

and, with the notation fM = f(N+/M),

±[fM , [fM , Eβ1 ]] ≤ C`α−1M−2‖f ′‖2
∞
(
Hβ
N + 1

)
for every f bounded and smooth and M ∈ N.

First, we want to show (2.42). Using the scattering equation (2.20), we have∑
p∈PH

ηp

[
p2ηp + V̂ (p/Nβ) +

1

2N

∑
r∈Λ∗: p+r∈PĤ

V (r/Nβ)ηp+r

]
=
∑
p∈PH

ηp

[ 1

2
V̂ (p/Nβ) +N1+2βλ`χ̂`(p) +N2βλ`

∑
q∈Λ∗

χ̂`(p− q)ηq
]

− 1

2N

∑
p,q∈Λ∗:

p∈PH , q∈P cH

V̂ ((p− q)/Nβ)ηpηq.

With Lemma 2.1 and estimating

‖χ̂`‖ = ‖χ`‖ ≤ C`, ‖ηH‖ ≤ `α, ‖χ̂` ∗ ηH‖ = ‖χ`η̌H‖ ≤ ‖η̌H‖ ≤ `α,

we conclude that∑
p∈PH

ηp

[
p2ηp + V̂ (p/Nβ) +

1

2N

∑
r∈Λ∗

p+r∈PH

V̂ (r/Nβ)ηp+r

](N −N+

N

)(N −N+ − 1

N

)

=
1

2

∑
p∈PH

V̂ (p/Nβ)ηp

(
N −N+

N

)(
N −N+ − 1

N

)
+ Eβ2
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with±Eβ2 ≤ C(| log `α|N−1 logN+`α−1+`2α−2N−1). Since
∑

p∈P cH
|V̂ (p/Nβ)||ηp| ≤

C| log `α|, and from (2.14), we further obtain∑
p∈PH

ηp

[
p2ηp + V̂ (p/Nβ) +

1

2N

∑
r∈Λ∗

p+r∈PH

V̂ (r/Nβ)ηp+r

](N −N+

N

)(N −N+ − 1

N

)

=

[
− V̂

2(0)

8πN
logNβ

]
(N −N+ − 1)

(
N −N+

N

)
+ Eβ3

(3.71)

where ±Eβ3 ≤ C(| log `|N−1 logN + `α−1 + `2α−2N−1).
Using once more (2.20), we can also handle the fourth line of (3.70); we find∑

p∈PH

[
p2ηp +

1

2
V̂ (p/Nβ) +

1

2N

∑
r∈Λ∗: p+r∈PĤ

V (r/Nβ)ηp+r

](
b∗pb
∗
−p + bpb−p

)
=
∑
p∈PH

[
N1+2βλ`χ̂`(p) +N2βλ`

∑
q∈Λ∗

χ̂`(p− q)ηq
](
b∗pb
∗
−p + bpb−p

)
− 1

2N

∑
p,q∈Λ∗:

p∈PH , q∈P cH

V̂ ((p− q)/Nβ)ηq
(
b∗pb
∗
−p + bpb−p

)
.

(3.72)

Notice that∣∣∣〈ξ,N1+2βλ`
∑
p∈PH

χ̂`(p)bpb−pξ〉
∣∣∣ ≤ C`−2‖(N+ + 1)1/2ξ‖

∑
p∈PH

|χ̂`(p)|‖bpξ‖

≤ C`−2+1/2+3/2α‖(N+ + 1)1/2ξ‖‖K1/2ξ‖
≤ C`3/2(α−1)‖(N+ + 1)1/2ξ‖‖K1/2ξ‖.

Using χ̂` ∗ η = η (because χ`(x)w`(x) = w`(x) in position space), we can also
bound∣∣∣〈ξ,N2βλ`

∑
p∈PH ,q∈Λ∗

χ̂`(p− q)ηq(b∗pb∗−p + bpb−p)ξ〉
∣∣∣ ≤ CN−1`−2+α‖(N+ + 1)1/2ξ‖2 .

Furthermore, we have∣∣∣〈ξ, 1

2N

∑
p,q∈Λ∗:

p∈PH , q∈P cH

V̂ ((p− q)/Nβ)ηqbpb−pξ〉
∣∣∣

≤ C

N

[ ∑
p,q∈Λ∗:

p∈PH ,q∈P cH

1

|q|2
|V̂ ((p− q)/Nβ)|2

|p2|

]1/2

×
[ ∑

p,q∈Λ∗:
p∈PH , q∈P cH

1

|q|2
|p|2‖bpξ‖2

]1/2

‖(N+ + 1)1/2ξ‖

≤ C| log `|(logN)1/2N−1‖K1/2ξ‖‖(N+ + 1)1/2ξ‖.
(3.73)
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We conclude that Eq. (3.72) can be included in the error term as

±
∑
p∈PH

[
p2ηp +

1

2
V̂ (p/Nβ) +

1

2N

∑
r∈Λ∗:
p+r∈PH

V̂ (r/Nβ)ηp+r

](
b∗pb
∗
−p + bpb−p

)
≤ C(`3/2(α−1) + `α−2N−1 + | log `|(logN)1/2N−1)(K + 1)

≤ C`3/2(α−1)(K + 1)

(3.74)

for N large enough. Proceeding in the same way for the fifth line on the r.h.s.
of (3.70), we can write it as

1

2

∑
p∈P cH

[
V̂ (p/Nβ) +

1

N

∑
r∈Λ∗: p+r∈PĤ

V (r/Nβ)ηp+r

](
bpb−p + b∗−pb

∗
p

)
=

1

2

∑
p∈P cH

(V̂ (·/Nβ) ∗ f̂N,`)(p)
(
bpb−p + b∗−pb

∗
p

)
+ Eβ4

(3.75)

where the error operator

Eβ4 =
1

2N

∑
p,q∈Λ∗:
p, q∈P cH

V̂ ((p− q)/Nβ)ηq
(
bpb−p + b∗−pb

∗
p

)
can be bounded by ±Eβ4 ≤ C| log `|(logN)1/2N−1(K + 1), similarly as in (3.73).

Combining (3.70) with (3.71), (3.74) and (3.75), we conclude that

GβN,` =
[ V̂ (0)

2
− V̂ (0)2

8πN
logNβ

]
(N − 1)

(
N −N+

N

)
+

[
V̂ (0)

2
+
V̂ (0)2

8πN
logNβ

]
N+

(
N −N+

N

)
+K +

∑
p∈Λ∗+

V̂ (p/Nβ)a∗pap
N −N+

N
+

1

2

∑
p∈P cH

(V̂ (·/Nβ) ∗ f̂N,`)p
(
bpb−p + b∗−pb

∗
p

)
+

1√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/Nβ)
[
b∗p+qa

∗
−paq + h.c.

]
+ VβN + Eβ5

with
±Eβ5 ≤ C`α−1(Hβ

N + 1) + C| log `|.
Observing that

±
∑
p∈PH

V̂ (p/Nβ)a∗pap ≤ C`2α(K + 1) ,

that |V̂ (p/Nβ)− V̂ (0)| ≤ C|p|N−β, and that, by (2.14),

|(V̂ (·/Nβ) ∗ f̂N,`)p − V̂ (0)|

≤
∫
dxN2βV (Nβx)f`(N

βx)
∣∣eip·x − 1

∣∣+

∣∣∣∣∫ N2βV (Nβx)f`(N
βx)− V̂ (0)

∣∣∣∣
≤ C(|p|N−β + (logNβ)/N)

(3.76)
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we arrive, with Gβ,eff
N,` defined as in (2.41), at GβN,` = Gβ,eff

N,` + EβN,`, with an error

EβN,` that satisfies

±EβN,` ≤ C`α−1Hβ
N + C| log `|

for all N large enough. This completes the proof of (2.42). The second bound
in (2.43) follows similarly, arguing as we did at the end of Prop. 3.3.

3.2 Analysis of the cubically renormalized excitation Hamil-

tonian Rβ
N,`

In this section we want to prove Proposition 2.8, which gives a lower bound
on the excitation Hamiltonian Rβ

N,` = e−AHGβ,eff
N,` e

AH , with Gβ,eff
N,` as in (2.41) and

the cubic phase

AH =
1√
N

∑
r∈PH ,v∈P cH

ηr
[
b∗r+va

∗
−rav − h.c.

]
(3.77)

introduced in (2.54). Here we indicate the high momentum set PH = {p ∈ Λ∗+ :
|p| ≥ `−α} and the complementary set P c

H = {p ∈ Λ∗+ : |p| ≤ `−α} for α > 0. To
this aim, we decompose for convenience

Gβ,eff
N,` = ON +K +QN + CN + VβN

with K and VβN being the kinetic and the potential energy operators, as in (2.40),
and

ON =

[
V̂ (0)

2
+
V̂ (0)2

8πN
logNβ

]
N+

(N −N+

N

)
+

[
V̂ (0)

2
− V̂ (0)2

8πN
logNβ

]
(N − 1)

(N −N+

N

)
QN = V̂ (0)

∑
p∈P cH

a∗pap

(
1− N+

N

)
+
V̂ (0)

2

∑
p∈P cH

[
b∗pb
∗
−p + bpb−p

]
CN =

1√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/Nβ)
[
b∗p+qa

∗
−paq + h.c.

]
.

(3.78)

with P c
H = Λ∗+\PH . To study the contributions of these operators to Rβ

N,` and
so to prove Proposition 2.8 we will need a-priori bounds controlling the growth
of the expectation of the energy Hβ

N = K+VβN through cubic conjugation, in the
next subsection we obtain these bounds. Throughout this section, as in section
3.1, we will always assume that V ∈ L2(R2) is compactly supported, pointwise
non-negative and spherically symmetric.

As we already stressed at the beginning of this chapter, this analysis follows
from the one in [10], with some slight modifications. In particular, our analysis
is simplified by the fact that in two-dimensions we do not need to introduce a
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cut-off on low momenta, restricting the momentum v appearing in Eq. (3.77)
to a subset of P c

H . On the contrary, in [10], the authors need to restrict v to
the set of low-momenta PL = {p ∈ Λ∗+ : |p| ≤ `−β}, with β < α, rather than
considering v in P c

H = {p ∈ Λ∗+ : |p| ≤ `−α}. Furthermore, the growth of the

total energy operator Hβ
N as stated in Prop. 2.7, is the best that we can achieve

(due to the logarithmic growth, and properties of the logarithm). On the other
hand in [10, Section 8.1], the authors need to work harder to control the growth
of the total energy (a-priori bounds on the growth of the kinetic energy operator
on low-momenta KL =

∑
|p|≤`−ν p

2a∗pap, allow them to treat better the growth of

the total energy operator).

3.2.1 A priori bounds on the energy

To get a-priori estimates on the growth of the expectation of the energy
operator, we proceed first in controlling the commutator of the cubic phase (3.77)
with the potential energy operator VβN .

Proposition 3.9. There exists a constant C > 0 such that

[VβN , AH ] =
1

N3/2

∑
r∈Λ∗+,v∈P cH

r 6=−v

(V̂ (·/Nβ) ∗ η)(r)
[
b∗r+va

∗
−rav + h.c.

]
+ δVβN

(3.79)

where

|〈ξ, δVβN ξ〉| ≤C(| log `|1/2`α + `α)‖(Hβ
N + 1)1/2ξ‖2 (3.80)

for all α > 0, ` ∈ (0; 1/2) and N large enough.

Proof. With

[a∗p+ua
∗
qapaq+u, b

∗
r+va

∗
−rav]

= [a∗p+ua
∗
qapaq+u, a

∗
r+v]
√

1− (N+/N)a∗−rav + b∗r+v[a
∗
p+ua

∗
qapaq+u, a

∗
−rav]

= b∗p+ua
∗
qaq+ua

∗
−ravδp,r+v + b∗p+ua

∗
qapa

∗
−ravδq+u,r+v

+ b∗r+va
∗
p+ua

∗
qapavδ−r,q+u + b∗r+va

∗
p+ua

∗
qaq+uavδ−r,p

− b∗r+va∗−ra∗p+uapaq+uδq,v − b∗r+va∗−ra∗qapaq+uδv,p+u

and normal ordering the first two terms, we obtain

[VβN , AH ] =
1

N3/2

∗∑
u∈Λ∗,r∈PH ,v∈P cH

V̂ ((u− r)/Nβ)ηrb
∗
u+va

∗
−uav + Θ2 + Θ3 + Θ4 + h.c.
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with

Θ2 :=
1

N3/2

∗∑
u∈Λ∗,p∈Λ∗+,
r∈PH ,v∈P cH

V̂ (u/Nβ)ηrb
∗
p+ua

∗
r+v−ua

∗
−rapav

Θ3 :=
1

N3/2

∗∑
u∈Λ∗,p∈Λ∗+,
r∈PH ,v∈P cH

V̂ (u/Nβ)ηrb
∗
r+va

∗
p+ua

∗
−r−uapav

Θ4 := − 1

N3/2

∗∑
u∈Λ∗,p∈Λ∗+,
r∈PH ,v∈P cH

V̂ (u/Nβ)ηrb
∗
r+va

∗
−ra

∗
p+uapav+u.

(3.81)

Where with
∑∗ we indicate that we exclude choices of momenta for which the

argument of a creation or annihilation operator vanishes. Writing

1

N3/2

∗∑
u∈Λ∗

r∈PH ,v∈P cH

V̂ ((u− r)/Nβ)ηrb
∗
u+va

∗
−uav

=
1

N3/2

∗∑
u,r∈Λ∗,
v∈P cH

V̂ ((u− r)/Nβ)ηrb
∗
u+va

∗
−uav

− 1

N3/2

∗∑
u∈Λ∗,v∈P cH ,
r∈P cH∪{0}

V̂ ((u− r)/Nβ)ηrb
∗
u+va

∗
−uav

and comparing with (3.79), we conclude that δVβN
= Θ1 + Θ2 + Θ3 + Θ4 + h.c. ,

with

Θ1 = − 1

N3/2

∗∑
u∈Λ∗,v∈P cH ,
r∈P cH∪{0}

V̂ ((u− r)/Nβ)ηrb
∗
u+va

∗
−uav

and with Θ2,Θ3,Θ4 as defined in (3.81).
To conclude the proof of the lemma, we show next that each error term Θj,

with j = 1, 2, 3, 4, satisfies (3.80). We start with Θ1. For any ξ ∈ F≤N+ , switching
(partly) to position space and applying Cauchy-Schwarz, we find

|〈ξ,Θ1ξ〉| ≤
1√
N

[ ∫
Λ2

dxdy N2β−1V (Nβ(x− y))
∑

r∈{0}∪P cH ,
v∈P cH

|ηr||v|−2‖b̌xǎyξ‖2

]1/2

×
[ ∫

Λ2

dxdy N2β−1V (Nβ(x− y))
∑

r∈{0}∪P cH ,
v∈P cH

|ηr||v|2‖avξ‖2

]1/2

≤ C

N
| log `|3/2‖(VβN)1/2 ξ‖‖K1/2ξ‖.

(3.82)
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Denoting by η̌H ∈ L2(Λ) the function with Fourier coefficients ηH(p) = ηpχ(p ∈
PH) and using (2.23), we can bound the term Θ2 on the r.h.s. of (3.81) by

|〈ξ,Θ2ξ〉| =
∣∣∣∣ 1

N1/2

∫
Λ2

dxdy N2β−1V (Nβ(x− y))
∑
v∈P cH

eivy〈ξ, b̌∗xǎ∗ya∗(η̌H,y)ǎxavξ〉
∣∣∣∣

≤ ‖η̌H‖
N1/2

[ ∫
Λ2

dxdy N2β−1V (Nβ(x− y))
∑
v∈P cH

|v|−2‖N 1/2
+ b̌xǎyξ‖2

]1/2

×
[ ∫

Λ2

dxdy N2β−1V (Nβ(x− y))
∑
v∈P cH

|v|2‖ǎxavξ‖2

]1/2

≤ C`α| log `|1/2‖(VβN)1/2 ξ‖‖K1/2ξ‖.

The remaining contributions Θ3 and Θ4 can be controlled similarly. We find

|〈ξ,Θ3ξ〉| =
∣∣∣∣ 1

N1/2

∫
Λ2

dxdy N2β−1V (Nβ(x− y))
∑
r∈PH ,
v∈P cH

e−iryηr〈ξ, b∗r+vǎ∗xǎ∗yǎxavξ〉
∣∣∣∣

≤ 1

N1/2

[ ∫
Λ2

dxdy N2β−1V (Nβ(x− y))
∑
r∈PH ,
v∈P cH

|v|−2‖br+vǎxǎyξ‖2

]1/2

×
[ ∫

Λ2

dxdy N2β−1V (Nβ(x− y))
∑
r∈PH ,
v∈P cH

η2
r |v|2‖ǎxavξ‖2

]1/2

≤ C| log `|1/2‖ηH‖
N1/2

‖N 1/2
+ (VβN)1/2 ξ‖‖N 1/2

+ K1/2ξ‖

≤ C`α| log `|1/2‖(VβN)1/2 ξ‖‖K1/2ξ‖

as well as

|〈ξ,Θ4ξ〉| =
∣∣∣∣ 1

N1/2

∫
Λ2

dxdy N2β−1V (Nβ(x− y))
∑
r∈PH ,
v∈P cH

ηre
−ivy〈ξ, b∗r+va∗−rǎ∗xǎxǎyξ〉

∣∣∣∣
≤ 1

N1/2

[ ∫
Λ2

dxdy N2β−1V (Nβ(x− y))
∑
r∈PH ,
v∈P cH

|r|−2|ηr|2‖ǎxǎyξ‖2

]1/2

×
[ ∫

Λ2

dxdy N2β−1V (Nβ(x− y))
∑
r∈PH ,
v∈P cH

|r|2‖br+va−rǎxξ‖2

]1/2

≤ C`α‖(VβN)1/2 ξ‖‖K1/2ξ‖.

Choosing N > | log `|3/2 (to control the r.h.s. of (3.82)), we obtain (3.80).

With the help of Prop. 3.9, we are now ready to prove Prop. 2.7.
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Proof of Prop. 2.7. We apply Gronwall’s lemma. For a fixed ξ ∈ F≤N+ and
s ∈ [0; 1], we define

fξ(s) := 〈ξ, e−sAHHβ
N e

sAHξ〉.

Then

f ′ξ(s) = 〈ξ, e−sAH [K, AH ]esAHξ〉+ 〈ξ, e−sAH [VβN , AH ]esAHξ〉. (3.83)

Let us first consider the second term. From Prop. 3.9, we find

[VβN , AH ] =
1

N3/2

∑
r∈Λ∗+

v∈P cH ,r 6=−v

(V̂ (·/Nβ) ∗ η)(r)
[
b∗r+va

∗
−rav + h.c.

]
+ δVβN

where the operator δVβN
satisfies (3.80). Switching to position space and applying

Cauchy-Schwarz, we find∣∣∣∣ 1

N3/2

∑
r∈Λ∗+,v∈P cH ,r 6=−v

(V̂ (·/Nβ) ∗ η)(r)〈ξ, e−sAHb∗r+va∗−ravesAHξ〉
∣∣∣∣

=

∣∣∣∣ 1

N1/2

∫
Λ2

dxdy N2β−1V (Nβ(x− y))η̌(x− y)
∑
v∈P cH

eivx〈ξ, e−sAH ǎ∗xǎ∗yavesAHξ〉
∣∣∣∣

≤ C‖η̌‖∞
N1/2

‖(VβN)1/2 esAHξ‖
[ ∫

Λ2

dxdy N2β−1V (Nβ(x− y))
∥∥∥ ∑
v∈P cH

eivxave
sAHξ

∥∥∥2
]1/2

≤ C
logN

N1/2
‖(VβN)1/2 esAHξ‖‖N 1/2

+ esAHξ‖
(3.84)

because, by (2.25), ‖η̌‖∞ ≤ C logN and∫
Λ

dx
∥∥∥ ∑
v∈P cH

eivxave
sAHξ

∥∥∥2

=
∑
v∈PL

〈esAHξ, a∗vavesAHξ〉 ≤ 〈esAHξ,N+e
sAHξ〉.

Together with (3.80), for α > 0, we conclude that∣∣∣〈ξ, e−sAH [VβN , AH ]esAHξ〉
∣∣∣ ≤ C〈ξ, e−sAHHβ

N e
sAHξ〉 (3.85)

if N is large enough. Let us consider the first term on the r.h.s. of (3.83). We
compute

[K, AH ] =
1√
N

∑
r∈PH ,v∈P cH

2r2ηr
[
b∗r+va

∗
−rav + h.c.

]
+

2√
N

∑
r∈PH ,v∈P cH

r · v ηr
[
b∗r+va

∗
−rav + h.c.

]
=: T1 + T2.

(3.86)
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We use (2.20) to rewrite the first term on the r.h.s. of (3.86) as

T1 = − 1√
N

∑
r∈Λ∗+,v∈P cH ,

r 6=−v

(V̂ (·/Nβ) ∗ f̂N,`)(r)
[
b∗r+va

∗
−rav + h.c.

]

+
1√
N

∑
r,v∈P cH ,
r 6=−v

(V̂ (·/Nβ) ∗ f̂N,`)(r)
[
b∗r+va

∗
−rav + h.c.

]
+

1√
N

∑
r∈PH ,v∈P cH

N1+2βλ`(χ̂` ∗ f̂N,`)(r)
[
b∗r+va

∗
−rav + h.c.

]
=: T11 + T12 + T13

(3.87)

Since ‖f`‖∞ ≤ 1 and using Lemma 2.1, part iii), the contribution of T11 can be
estimated similarly as in (3.84); we obtain∣∣〈ξ, e−sAHT11 e

sAHξ〉
∣∣ ≤ C‖(VβN)1/2 esAHξ‖‖N 1/2

+ esAHξ‖.

The second term in (3.87) can be controlled by

∣∣〈ξ, e−sAHT12 e
sAHξ〉

∣∣ ≤ 1

N1/2

[ ∑
r,v∈P cH ,r 6=−v

|r|2‖br+va−resAHξ‖2

]1/2

×
[ ∑
r,v∈P cH ,r 6=−v

|r|−2‖avesAHξ‖2

]1/2

≤ C| log `|1/2‖K1/2esAHξ‖‖N 1/2
+ esAHξ‖.

Finally, since (χ̂` ∗ f̂N,`)(p) = χ̂`(p) +N−1ηr, the explicit expression in spherical
coordinates

χ̂`(p) = 2π

∫ `

0

∫ π

0

e−i|p|·r cos(θ)rdrdθ = 2π`
J1(`|p|)
|p|

,

where J1 is the Bessel function of the first kind, and for high momenta can be
bounded by ([56])

χ̂`(p) ≤
C`1/2

|p|3/2

and the bound (2.18) imply that |(χ̂` ∗ f̂N,`)(p)| ≤ C`1/2|p|−3/2, for N large
enough. With Lemma 2.1, the third term on the r.h.s. of (3.87) can thus be
estimated by∣∣〈ξ, e−sAHT13e

sAHξ〉
∣∣

≤ C`−2+1/2N−1/2

[ ∑
r∈PH ,v∈P cH

|r|2|‖br+va−resAHξ‖2

]1/2[ ∑
r∈PH ,v∈P cH

|r|−5‖avesAHξ‖2

]1/2

≤ C`3/2(α−1)‖K1/2esAHξ‖‖N 1/2
+ esAHξ‖ ≤ C‖K1/2esAHξ‖‖N 1/2

+ esAHξ‖.
(3.88)
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So far, we proved that

|〈ξ,T1ξ〉| ≤ C| log `|1/2‖(Hβ
N)1/2 esAHξ‖‖N 1/2

+ esAHξ‖ (3.89)

for all ξ ∈ F≤N+ . Let us now consider the second term on the r.h.s. of (3.86). We
find∣∣〈ξ, e−sAHT2e

sAHξ〉
∣∣

≤ C√
N

[ ∑
r∈PH ,v∈P cH

|r|2|‖br+va−resAHξ‖2

]1/2[ ∑
r∈PH ,v∈P cH

|v|2η2
r‖avesAHξ‖2

]1/2

≤ C`α‖K1/2esAHξ‖2 .

(3.90)

Together with (3.89), we conclude that

|〈ξ, e−sAH [K, AH ]esAHξ〉| ≤ C〈ξ, e−sAHHβ
N e

sAHξ〉+ C| log `|〈ξ, e−sAHN+e
−sAHξ〉.

(3.91)
With Eq. (3.85), Eq. (3.91), and Prop. 2.6, we obtain the differential inequality

|f ′ξ(s)| ≤ Cfξ(s) + C| log `|〈ξ, (N+ + 1)ξ〉.

By Gronwall’s Lemma, we find (2.55).

3.2.2 Analysis of e−AHONeAH

In this section we study the contribution to Rβ
N,` arising from the operator

ON , defined in (3.78). To this end, it is convenient to use the following lemma.

Lemma 3.10. There exists a constant C > 0 such that∣∣∣ ∑
p∈Λ∗+

Fp〈ξ1, (e
−AHa∗pape

AH − a∗pap)ξ2〉
∣∣∣

≤ C`α‖F‖∞‖(N+ + 1)1/2ξ1‖‖(N+ + 1)1/2ξ2‖
(3.92)

for all α > 0, ξ1, ξ2 ∈ F≤N+ , F ∈ `∞(Λ∗+), ` ∈ (0; 1/2) and N ∈ N large enough.

The proof follows directly from [10, Lemma 8.6], we report it for convenience
of the reader.

Proof. It is a simple consequence of Proposition 2.6. We write∑
p∈Λ∗+

Fp(e
−AHa∗pape

AH − a∗pap) =

∫ 1

0

ds
∑
p∈Λ∗+

Fpe
−sAH [a∗pap, AH ]esAH

and compute∑
p∈Λ∗+

Fp[a
∗
pap, AH ] =

1√
N

∑
r∈PH ,v∈P cH

(Fr+v + F−r − Fv)ηrb∗r+va∗−rav + h.c.
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By Cauchy-Schwarz, we find with the help of Proposition 2.6 that∣∣∣ 1√
N

∑
r∈PH ,v∈P cH

(Fr+v + F−r − Fv)ηr〈esAHξ1, b
∗
r+va

∗
−rave

sAHξ2〉
∣∣∣

≤ C‖F‖∞√
N

∑
r∈PH ,v∈P cH

|ηr|‖avesAHξ2‖‖a−rbr+vesAHξ1‖

≤ C`α‖F‖∞‖(N+ + 1)1/2ξ1‖‖(N+ + 1)1/2ξ2‖.

Since the bound is uniform in the integration variable s ∈ [0; 1], we obtain
(3.92).

With the following notation

D′N =
V̂ (0)

2
+
V̂ (0)2

8πN
logNβ, DN =

V̂ (0)

2
− V̂ (0)2

8πN
logNβ ,

the following statement holds.

Proposition 3.11. There exists a constant C > 0 such that

e−AHONeAH = D′N N+

(N −N+

N

)
+DN(N −N+) + δON

where
|〈ξ, δON ξ〉| ≤ C`α〈ξ, (N+ + 1)ξ〉

for all α > 0, ξ ∈ F≤N+ and N ∈ N large enough.

Proof. Recall from (3.78) that

ON =D′N N+

(N −N+

N

)
+DN (N −N+)

Lemma 3.10 implies that

±
{
e−AH [D′N N+ +DN (N −N+)] eAH − [D′N N+ +DN (N −N+)]

}
≤ C`α(N+ + 1).

As for the contribution quadratic in N+, we can write

N−1
〈
ξ,
[
e−AHN 2

+e
AH −N 2

+

]
ξ
〉

= N−1
〈
ξ1,
[
e−AHN+e

AH −N+

]
ξ
〉

+N−1
〈
ξ,
[
e−AHN+e

AH −N+

]
ξ2

〉
with ξ1 = e−AHN+e

AHξ and ξ2 = N+ξ. Applying again Lemma 3.10, we obtain∣∣N−1
〈
ξ,
[
e−AHN 2

+e
AH −N 2

+

]
ξ
〉∣∣

≤ CN−1`α‖(N+ + 1)1/2ξ‖
[
‖(N+ + 1)1/2ξ1‖+ ‖(N+ + 1)1/2ξ2‖

]
.

Using (twice) Prop. 2.6, we find

‖(N+ + 1)1/2ξ1‖ = ‖(N+ + 1)1/2e−AHN+e
AHξ‖ ≤ C‖(N+ + 1)3/2ξ‖.

Hence,we conclude that∣∣〈ξ, [e−AHN 2
+e

AH −N 2
+

]
ξ
〉∣∣

≤ CN−1`α‖(N+ + 1)1/2ξ‖‖(N+ + 1)3/2ξ‖ ≤ C`α‖(N+ + 1)1/2ξ‖2.
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3.2.3 Contributions from e−AHKeAH

In this subsection, we consider contributions to Rβ
N,` arising from conjugation

of the kinetic energy operator K =
∑

p∈Λ∗+
p2a∗pap. In particular, in the next

proposition, we establish properties of the commutator [K, AH ].

Proposition 3.12. There exists a constant C > 0 such that

[K, AH ] = − 1√
N

∑
p∈Λ∗+,q∈P cH ,p 6=−q

(V̂ (·/Nβ) ∗ f̂N,`)(p)(b∗p+qa∗−paq + h.c. )

+
V̂ (0)√
N

∑
p∈P cH ,q∈P

c
H ,p 6=−q

[
b∗p+qa

∗
−paq + h.c.

]
+ δK

where

|〈ξ, δKξ〉| ≤ C`3/2(α−1)‖(Hβ
N + 1)1/2ξ‖2 (3.93)

for all α > 1, ξ ∈ F≤N+ , N ∈ N large enough. Moreover, we have

∣∣∣ V̂ (0)√
N

∑
p,q∈P cH ,p 6=−q

〈ξ,
[
b∗p+qa

∗
−paq, AH

]
ξ〉
∣∣∣

≤C(`α| log `|1/2 + `α)‖(Hβ
N + 1)1/2ξ‖2

(3.94)

for all α > 0, ξ ∈ F≤N+ and N ∈ N large enough.

Proof. The bound (3.93) is a consequence of Eqs. (3.86), (3.87), (3.88), (3.90)
in the proof of Prop. 2.7, and of the observation that, from the estimate (3.76),∣∣∣∣ 1√

N

∑
p,q∈P cH ,p 6=−q

[
(V̂ (·/N) ∗ f̂N,`)(p)− V̂ (0)

]
〈ξ, b∗p+qa∗−paqξ〉

∣∣∣∣
≤ CN−1/2−β

∑
p,q∈P cH ,p 6=−q

|p|‖bp+qa−pξ‖‖aqξ‖

+ C(logNβ`)N−3/2
∑

p,q∈P cH ,p 6=−q

‖bp+qa−pξ‖‖aqξ‖

≤ C(N−β`−α + (logNβ`)N−1)‖K1/2ξ‖‖N 1/2
+ ξ‖.

Let us now focus on (3.94). We have

V̂ (0)√
N

∑
p,q∈P cH ,p 6=−q

[
b∗p+qa

∗
−paq, AH

]
+ h.c.

=
V̂ (0)

N

∑
r∈PH ,p,q,v∈P cH ,
p 6=−q,r 6=−v

ηr
[
b∗p+qa

∗
−paq, b

∗
r+va

∗
−rav − a∗va−rbr+v

]
+ h.c.

(3.95)
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We split the commutator into the four summands

[b∗p+qa
∗
−paq, b

∗
r+va

∗
−rav − a∗va−rbr+v] =

(
[b∗p+q, b

∗
r+va

∗
−rav] + [a∗va−rbr+v, b

∗
p+q]
)
a∗−paq

+ b∗p+q
(
[a∗−paq, b

∗
r+va

∗
−rav] + [a∗va−rbr+v, a

∗
−paq]

)
.

(3.96)

We compute

[b∗p+q, b
∗
r+va

∗
−rav]a

∗
−paq = −b∗r+vb∗−ra∗−paqδp+q,v = −b∗r+vb∗−ra∗q−vaqδp+q,v (3.97)

as well as

[a∗va−rbr+v, b
∗
p+q]a

∗
−paq

= (1−N+/N)a∗va
∗
r+qaqar+vδp+q,−r + (1−N+/N)a∗vavδp+q,−rδr+v,−p

+ (1−N+/N)a∗va
∗
q−r−va−raqδp+q,r+v + (1−N+/N)a∗vavδp+q,r+vδr,p

−N−1a∗va
∗
p+qa

∗
−pa−rar+vaq −N−1a∗va

∗
q−r−va−raqδr+v,−p −N−1a∗va

∗
q+rar+vaqδp,r.

(3.98)

Similarly, we find

b∗p+q[a
∗
−paq, b

∗
r+va

∗
−rav] = b∗p+r+vb

∗
−pa

∗
−ravδq,r+v + b∗p−rb

∗
r+va

∗
−pavδq,−r

− b∗q−vb∗r+va∗−raqδ−p,v
(3.99)

and

b∗p+q[a
∗
va−rbr+v, a

∗
−paq] = b∗q+ra

∗
vaqbr+vδr,p − b∗p+va∗−pa−rbr+vδq,v

+ b∗q−r−va
∗
va−rbqδr+v,−p.

(3.100)

Taking into account that δr,p = δq,−r = δr+v,q = 0 for r ∈ PH , p, q, v ∈ P c
H we

obtain, inserting these formulas into (3.95),

V̂ (0)√
N

∑
p,q∈P cH ,p 6=−q

[
b∗p+qa

∗
−paq, AH

]
+ h.c. =

7∑
j=1

Υj + h.c.
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where

Υ1 := − 2V̂ (0)

N

∑
r∈PH ;q,v∈P cH ,
q 6=v,r 6=−v

ηrb
∗
r+vb

∗
−ra

∗
q−vaq,

Υ2 :=
V̂ (0)

N

∑
r∈PH ;q,v∈P cH ,

q+rP cH ,r 6=−q,r 6=−v

ηr(1−N+/N)a∗va
∗
r+qaqar+v,

Υ3 :=
V̂ (0)

N

∑
r∈PH ,v∈P cH ,
r+v∈P cH

ηr(1−N+/N)a∗vav,

Υ4 :=
V̂ (0)

N

∑
r∈PH ;q,v∈P cH ,
q−r−v∈P cH

ηr(1−N+/N)a∗va
∗
q−r−va−raq,

Υ5 := − V̂ (0)

N2

∑
r∈PH ,p,q,v∈P cH ,
p 6=−q,r 6=−v

ηra
∗
va
∗
p+qa

∗
−pa−rar+vaq,

Υ6 := − V̂ (0)

N2

∑
r∈PH ;q,v∈P cH ,
r+v∈P cH ,q 6=r+v

ηra
∗
va
∗
q−r−va−raq,

Υ7 := − V̂ (0)

N

∑
r∈PH ,p,v∈P cH ,

p,r 6=−v

ηrb
∗
p+va

∗
−pa−rbr+v,

Υ8 :=
V̂ (0)

N

∑
r∈PH ;q,v∈P cH ,
r+v∈P cH ,q 6=r+v

ηrb
∗
q−r−va

∗
va−rbq.

(3.101)

In fact, Υ1 collects the contribution from (3.97) and the non-vanishing contri-
bution from (3.99), Υ2 −Υ6 corresponds to the five non-vanishing terms on the
r.h.s. of (3.98), Υ7 and Υ8 reflect the two non-vanishing terms on the r.h.s. of
(3.100).

To conclude the proof of Prop. 3.12, it remains to show that all operators in
(3.101) satisfy (3.94). By Cauchy-Schwarz, we observe that∣∣〈ξ,Υ1ξ〉

∣∣ ≤ C`α

N

∑
r∈PH ;q,v∈P cH ,
q 6=v,r 6=−v

|ηr|‖aq(N+ + 1)1/2ξ‖|r|‖a−raq−var+v(N+ + 1)−1/2ξ‖

≤ C`α‖(N+ + 1)1/2ξ‖‖K1/2ξ‖.

While the expectation of Υ2 is bounded by∣∣〈ξ,Υ2ξ〉
∣∣ ≤ C

N

∑
r∈PH ;q,v∈P cH ,

q+r∈P cH ,r 6=−q,r 6=−v

|ηr||q|‖aqar+vξ‖|q|−1‖avar+qξ‖

≤ C`α| log `|1/2‖K1/2ξ‖‖N 1/2
+ ξ‖.
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On the other hand one can easily see that ±Υ3 ≤ CN−1| log `|N+

≤ C`α (N+ + 1), since we already said N > | log `|, and the expectations of the
terms Υ4, Υ6 and Υ8 can all be estimated by the expectation∣∣〈ξ, (Υ4 + Υ6 + Υ8)ξ〉

∣∣ ≤ C

N

∑
r∈PH ;q,v∈P cH ,
q−r−v 6=0

|ηr||v|‖avaq−r−vξ‖|v|−1‖a−raqξ‖

≤ C`α| log `|1/2‖K1/2ξ‖‖N 1/2
+ ξ‖.

Finally, the expectations of Υ5 and Υ7 can be bounded by∣∣〈ξ,Υ5ξ〉
∣∣ ≤ C`α

N2

∑
r∈PH ,p,q,v∈P cH ,
p 6=−q,r 6=−v

|ηr||p|‖a−pavap+qξ‖|p|−1|r|‖a−rar+vaqξ‖

≤ C`2α| log `|1/2‖K1/2ξ‖2

and by ∣∣〈ξ,Υ7ξ〉
∣∣ ≤ C`α

N

∑
r∈PH ,p,v∈P cH ,

p,r 6=−v

|ηr||p|‖a−pap+vξ‖|p|−1|r|‖a−rar+vξ‖

≤ C`2α| log `|1/2‖K1/2ξ‖2.

3.2.4 Analysis of e−AHQNeAH

In this subsection, we consider contributions to Rβ
N,` arising from conjugation

of QN , as defined in (3.78).

Proposition 3.13. There exists a constant C > 0 such that

eAHQNe−AH = V̂ (0)
∑
p∈P cH

a∗pap

(
1− N+

N

)
+
V̂ (0)

2

∑
p∈P cH

[
b∗pb
∗
−p + bpb−p

]
+ δQN

where
± δQN ≤ C`α| log `|3/2(Hβ

N + 1) (3.102)

for all α > 0, and N ∈ N large enough.

Proof. Proceeding as in the proof of Proposition 3.11, it follows from Lemma
3.10 that

±
[
V̂ (0)

∑
p∈P cH

e−AHa∗pap(1−N/N+)eAH − V̂ (0)
∑
p∈P cH

a∗pap(1−N/N+)

]
≤ C`α(N+ + 1).

(3.103)
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Let us thus focus on the remaining part of QN . We expand

V̂ (0)

2

∑
p∈P cH

(
e−AH

[
b∗pb
∗
−p + bpb−p

]
eAH −

[
b∗pb
∗
−p + bpb−p

])
=
V̂ (0)

2

∫ 1

0

ds
∑
p∈P cH

e−sAH
[
b∗pb
∗
−p, AH

]
esAH + h.c.

(3.104)

We compute[
b∗pb
∗
−p, b

∗
r+va

∗
−rav − a∗va−rbr+v] = b∗r+v

[
b∗pb
∗
−p, a

∗
−rav

]
+
[
a∗va−rbr+v, b

∗
pb
∗
−p
]

where
b∗r+v

[
b∗pb
∗
−p, a

∗
−rav

]
= −b∗r+vb∗−vb∗−r(δ−p,v + δp,v)

and[
a∗va−rbr+v, b

∗
pb
∗
−p
]

= b∗vb
∗
rbr+v(δ−r,p + δr,p)

+ (1−N+/N)b∗−r−va
∗
va−r(δr+v,−p + δr+v,−p)

− 2N−1b∗va
∗
rar+v(δp,−r + δr,p)− 2N−1b∗pa

∗
−pa

∗
va−rar+v.

Using the fact that δp,−r = δp,r = 0 for r ∈ PH and p ∈ P c
H , we find that∑

p∈P cH

[
b∗pb
∗
−p, AH

]
+ h.c. =

∑3
i=1(Φi + h.c.), where

Φ1 := − 2√
N

∑
r∈PH ,v∈P cH

ηrb
∗
r+vb

∗
−rb
∗
−v,

Φ2 :=
2√
N

∑
r∈PH ,v∈P cH :r+v∈P cH

ηr(1−N+/N)b∗−r−va
∗
va−r,

Φ3 := − 2

N3/2

∑
r∈PH ,v,p∈P cH

ηrb
∗
pa
∗
−pa

∗
va−rar+v.

Let us now bound the expectation of the operators Φi, i = 1, 2, 3,. By Cauchy-
Schwarz, we find that

|〈ξ,Φ1ξ〉| ≤
∣∣∣∣ 2√
N

∑
r∈PH ,v∈P cH

ηr〈ξ, b∗r+vb∗−rb∗−vξ〉
∣∣∣∣

≤ C√
N

∑
r∈PH ,v∈P cH

|ηr||v|−1‖(N+ + 1)1/2ξ‖ |v|‖b−vbr+vb−r(N+ + 1)−1/2ξ‖

≤ C`α| log `|1/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖
as well as

|〈ξ,Φ2ξ〉| ≤
∣∣∣∣ 2√
N

∑
r∈PH ,v∈P cH :r+v∈P cH

ηr〈ξ, (1−N+/N)b∗−r−va
∗
va−rξ〉

∣∣∣∣
≤ C√

N

∑
r∈PH ,v∈P cH

|ηr||v|−1‖(N+ + 1)1/2ξ‖|v|‖a−vbr+vξ‖

≤ C`α| log `|1/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖.
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To bound Φ3 we notice that∣∣〈ξ,Φ3ξ〉
∣∣ ≤ C`α

N3/2

∑
r∈PH ,v,p∈P cH

|ηr||p|‖apav(N+ + 1)1/2ξ‖|p|−1|r|‖a−rar+vξ‖

≤ C`2α| log `|1/2‖K1/2ξ‖2.

With (3.104), we conclude that

±
[
V̂ (0)

2

∑
p∈P cH

(
e−AH

[
b∗pb
∗
−p + bpb−p

]
eAH −

[
b∗pb
∗
−p + bpb−p

])]

≤ C

∫ 1

0

ds e−sA
[
`α| log `|1/2(K +N+ + 1) + `2α| log `|1/2K

]
esA

≤ C

∫ 1

0

ds e−sAH
[
`α| log `|1/2(Hβ

N + 1)
]
esAH ,

Finally, we apply Prop. 2.7 to conclude that

±
[
V̂ (0)

2

∑
p∈P cH

(
e−AH

[
b∗pb
∗
−p + bpb−p

]
eAH −

[
b∗pb
∗
−p + bpb−p

])]
≤ C`α| log `|1/2(Hβ

N + 1) + C`α| log `|3/2(N+ + 1).

Together with the estimate (3.103), we arrive at (3.102).

3.2.5 Contributions from e−AHCNeAH

Finally, in this subsection, we consider contributions to Rβ
N,` arising from

conjugation of the cubic operator CN defined in (3.78). In particular, in the next
proposition, we establish properties of the commutator [CN , AH ].

Proposition 3.14. There exists a constant C > 0 such that

[
CN , AH

]
=

2

N

∑
r∈PH ,v∈P cH

[
V̂ (r/Nβ)ηr + V̂ ((r + v)/Nβ)ηr

]
a∗vav

(N −N+)

N
+ δCN

where

|〈ξ, δCN ξ〉| ≤ C(`α + `α| log `|1/2)‖(Hβ
N + 1)1/2ξ‖2 (3.105)

for all α > 0 and N ∈ N large enough.

Proof. We have[
CN , AH

]
=

1

N

∑
p,q∈Λ∗+:p+q 6=0
r∈PH ,v∈P cH

V̂ (p/Nβ)ηr
[
b∗p+qa

∗
−paq, b

∗
r+va

∗
−rav − a∗va−rbr+v

]
+ h.c.
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From (3.96), (3.97), (3.98), (3.99) and (3.100) we arrive at

[
CN , AH

]
=

2

N

∑
r∈PH ,v∈P cH

[
V̂ (r/Nβ)ηr + V̂ ((r + v)/Nβ)ηr

]
a∗vav

(
1− N+

N

)

+
12∑
j=1

(Ξj + h.c. )

where

Ξ1 := − 1

N

∑
r∈PH ,v∈P cH ,
p∈Λ∗+:p 6=v

V̂ (p/Nβ)ηrb
∗
r+vb

∗
−ra

∗
−pav−p,

Ξ2 :=
1

N

∑
r∈PH ,v∈P cH ,
p∈Λ∗+:r 6=−p

V̂ (p/Nβ)ηr(1−N+/N)a∗va
∗
−pa−r−par+v,

Ξ3 :=
1

N

∑
r∈PH ,v∈P cH ,
p∈Λ∗+:r+v 6=p

V̂ (p/Nβ)ηr(1−N+/N)a∗va
∗
−pa−rar+v−p,

Ξ4 := − 1

N2

∑
r∈PH ,v∈P cH ,
p,q∈Λ∗+:p+q 6=0

V̂ (p/Nβ)ηra
∗
va
∗
p+qa

∗
−pa−rar+vaq,

Ξ5 := − 1

N2

∑
r∈PH ,v∈P cH ,
q∈Λ∗+:r+v 6=q

V̂ ((r + v)/Nβ)ηra
∗
va
∗
q−r−va−raq,

Ξ6 := − 1

N2

∑
r∈PH ,v∈P cH ,
q∈Λ∗+:r 6=−q

V̂ (r/Nβ)ηra
∗
va
∗
q+rar+vaq,

Ξ7 :=
1

N

∑
r∈PH ,v∈P cH ,
p∈Λ∗+:r+v 6=−p

V̂ (p/Nβ)ηrb
∗
p+r+vb

∗
−pa

∗
−rav,

Ξ8 :=
1

N

∑
r∈PH ,v∈P cH ,
p∈Λ∗+:r 6=−p

V̂ (p/Nβ)ηrb
∗
p−rb

∗
r+va

∗
−pav,

Ξ9 := − 1

N

∑
r∈PH ,v∈P cH ,
q∈Λ∗+:q 6=v

V̂ (v/Nβ)ηrb
∗
q−vb

∗
r+va

∗
−raq,

Ξ10 :=
1

N

∑
r∈PH ,v∈P cH ,
q∈Λ∗+:r 6=−q

V̂ (r/Nβ)ηrb
∗
q+ra

∗
vaqbr+v,
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as well as

Ξ11 := − 1

N

∑
r∈PH ,v∈P cH ,
p∈Λ∗+:p 6=−v

V̂ (p/Nβ)ηrb
∗
p+va

∗
−pa−rbr+v,

Ξ12 :=
1

N

∑
r∈PH ,v∈P cH ,
q∈Λ∗+:q 6=r+v

V̂ ((r + v)/Nβ)ηrb
∗
q−r−va

∗
va−rbq.

To conclude the proof of the proposition, we have to show that all terms Ξj,
j = 1, . . . , 12, satisfy the bound (3.105). The expectation of Ξ1 can be controlled
with Cauchy-Schwarz by∣∣〈ξ,Ξ1ξ〉

∣∣ ≤ C`α

N

∑
r∈PH ,v∈P cH ,
p∈Λ∗+:p 6=v

|ηr|‖(N+ + 1)1/2av−pξ‖|r|‖a−rar+va−p(N+ + 1)−1/2ξ‖

≤ C`α‖(N+ + 1)1/2ξ‖‖K1/2ξ‖.

The same bound holds (after relabeling) for Ξ9; we find∣∣〈ξ,Ξ9ξ〉
∣∣ ≤ C`α‖(N+ + 1)1/2ξ‖‖K1/2ξ‖.

Also the expectations of the terms Ξ2, Ξ3 and (again after relabeling) of the
terms Ξ5, Ξ6,Ξ10, Ξ12 can be bounded similarly. We find

|〈ξ,Ξ2ξ〉|+ |〈ξ,Ξ3ξ〉|+ |〈ξ,Ξ5ξ〉|+ |〈ξ,Ξ6ξ〉|+ |〈ξ,Ξ10ξ〉|+ |〈ξ,Ξ12ξ〉|

≤ C`α

N

∑
r∈PH ,
v∈P cH ,
p∈Λ∗+

(
|ηr|‖ava−pξ‖|r + v|‖ar+va−r−pξ‖+ |ηr|‖a−pavξ‖|r|‖a−rar+v−pξ‖

+ |ηr|‖avap−r−vξ‖|r|‖a−rapξ‖+ |ηr|‖avap+rξ‖|r + v|‖ar+vapξ‖

+ |ηr|‖ap+ravξ‖|r + v|‖ar+vapξ‖+ |ηr|‖ap−r−vavξ‖|r|‖a−rapξ‖
)

≤ C`α‖(N+ + 1)1/2ξ‖‖K1/2ξ‖.

To control the remaining terms, we switch to position space and use the potential
energy operator VβN . We start with Ξ4. Applying Cauchy-Schwarz, we find

|〈ξ,Ξ4ξ〉| =
∣∣∣∣ 1

N2

∫
Λ2

dxdy N2βV (Nβ(x− y))
∑
r∈PH ,
v∈P cH

ηr〈ξ, ǎ∗xǎ∗ya∗va−rar+vǎxξ〉
∣∣∣∣

≤ 1

N

∫
Λ2

dxdy N2β−1V (Nβ(x− y))
∑
r∈PH ,
v∈P cH

|ηr|‖avǎxǎyξ‖‖a−rar+vǎxξ‖

≤ C`α‖(VβN)1/2 ξ‖‖N 1/2
+ ξ‖.

97



Analysis of the Renormalized Hamiltonian for bosons interacting through singular potentials

Next, we rewrite Ξ7, Ξ8 and Ξ11- partially- in position spaceas

Ξ7 =

∫
Λ2

dxdy N2β−1V (Nβ(x− y))
∑

r∈PH ,v∈P cH

ei(r+v)xηrb̌
∗
xb̌
∗
ya
∗
−rav,

Ξ8 =

∫
Λ2

dxdy N2β−1V (Nβ(x− y))
∑

r∈PH ,v∈P cH

e−irxηrb̌
∗
xb̌
∗
ya
∗
r+vav,

Ξ11 = −
∫

Λ2

dxdy N2β−1V (Nβ(x− y))
∑

r∈PH ,v∈P cH

eivxηrb̌
∗
xb̌
∗
ya−rbr+v.

Thus, we obtain

|〈ξ,Ξ7ξ〉| ≤
∫

Λ2

dxdy N2β−1V (Nβ(x− y))
∑
r∈PH

‖ǎxǎya−rξ‖|ηr|
∥∥∥ ∑
v∈P cH

eivxavξ
∥∥∥

≤ C`α‖(VβN)1/2ξ‖
[ ∫

Λ

dx
∑

v,v′∈P cH

ei(v−v
′)x〈ξ, a∗v′avξ〉

]1/2

≤ C`α‖(VβN)1/2 ξ‖‖N 1/2
+ ξ‖

as well as

|〈ξ,Ξ8ξ〉|+ |〈ξ,Ξ11ξ〉|

≤ C

∫
Λ2

dxdy N2β−1V (Nβ(x− y))

×
∑

r∈PH ,v∈P cH

(
|v|−1‖ǎxǎyar+vξ‖|ηr||v|‖avξ‖+ C`α|ηr|‖ǎxǎyξ‖|r|‖a−rbr+vξ‖

)
≤ C(`α| log `|1/2 + `α)‖(VβN)1/2 ξ‖‖K1/2ξ‖ .

Collecting all the bounds above, we arrive at (3.105).

3.2.6 Proof of Proposition 2.8

In this last subsection we recombine the results of Sections 3.2.1-3.2.5 to prove
Proposition 2.8. We are assuming α ≥ 3.

From Prop. 3.11 and Prop. 3.13 we obtain that

Rβ
N,` ≥

V̂ (0)

2
N+

(
1− N+

N

)
+
V̂ (0)

2
(N −N+)− V̂ (0)2

8π
logNβ

+ V̂ (0)
∑
p∈P cH

a∗pap(1−N+/N) +
V̂ (0)

2

∑
p∈P cH

[
b∗pb
∗
−p + bpb−p

]
+K + CN + VβN +

∫ 1

0

ds e−sAH
[
K + CN + VβN , AH

]
esAH

− C`α| log `|3/2(Hβ
N + 1)
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with CN defined as in (3.78). From Prop. 3.9, Prop. 3.12 and Prop. 3.14, we can
write, for N large enough,

[K + CN + VβN , AH
]

≥ − 1√
N

∑
p∈Λ∗+,
q∈P cH ,
p 6=−q

V̂ (p/Nβ)
[
b∗p+qa

∗
−paq + h.c.

]
+
V̂ (0)√
N

∑
p∈P cH ,
q∈P cH ,
p 6=−q

[
b∗p+qa

∗
−paq + h.c.

]

+
2

N

∑
r∈PH ,v∈P cH

[
V̂ (r/Nβ)ηr + V̂ ((r + v)/Nβ)ηr

]
a∗vav

(
1− N+

N

)
− C`α| log `|(Hβ

N + 1).

From Prop. 2.6, Prop. 2.7, and recalling the definition (3.78) of the operator
CN , we deduce that∫ 1

0

ds e−sAH [K + CN + VβN , AH
]
esAH

≥
∫ 1

0

ds e−sAH
[
− CN +

V̂ (0)√
N

∑
p∈P cH ,q∈P

c
H ,

p6=−q

[
b∗p+qa

∗
−paq + h.c.

]

+
2

N

∑
r∈PH ,v∈P cH

[
V̂ (r/Nβ)ηr + V̂ ((r + v)/Nβ)ηr

]
a∗vav

(
1− N+

N

)]
esAH

+
1√
N

∫ 1

0

ds
∑

p∈Λ∗+,q∈PH ,
p6=−q

V̂ (p/Nβ)e−sAH
[
b∗p+qa

∗
−paq + h.c.

]
esAH

− C`α| log `|2(Hβ
N + 1) .

(3.106)

We consider the expectation of the operator on the fourth line, this can be
estimated after switching to position space as∣∣∣∣ 1

N1/2

∫ 1

0

ds
∑

p∈Λ∗+,q∈PH ,
p 6=−q

V̂ (p/Nβ)〈ξ, e−sAHb∗p+qa∗−paqesAHξ〉
∣∣∣∣

≤ N1/2

∫ 1

0

ds

∫
Λ2

dxdy N2β−1V (Nβ(x− y))‖ǎxǎyesAHξ‖
∥∥∥ ∑
q∈PH

eiqxaqe
sAHξ

∥∥∥
≤ C

∫ 1

0

ds ‖(VβN)1/2 esAHξ‖
[ ∫

Λ

dx
∑

q,q′∈PH

ei(q−q
′)x〈esAHξ, a∗q′aqesAHξ〉

]1/2

≤ C`α
∫ 1

0

ds ‖(VβN)1/2 esAHξ‖‖K1/2esAHξ‖

≤ C`α‖(Hβ
N + 1)1/2ξ‖2 + C`α| log `|‖(N+ + 1)1/2ξ‖2.

(3.107)
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Next, to bound the term on the third line of (3.106) we use the fact that∣∣∣∑r∈Λ∗+
V̂ (r/Nβ)ηr

∣∣∣ ≤ C logN . Hence,

± 2

N

∫ 1

0

ds e−sAH
[ ∑
r∈PH ,v∈P cH

[
V̂ (r/Nβ)ηr + V̂ ((r + v)/Nβ)ηr

]
a∗vav

(
1− N+

N

)]
esAH

≤ C
logN

N
.

To handle the second term on the second line of (3.106), we apply Prop. 3.12
and then Prop. 2.6, Prop 2.7

±
(
V̂ (0)√
N

∫ 1

0

ds
∑

p,q∈P cH ,
p 6=−q

[
e−sAHb∗p+qa

∗
−paqe

sAH − b∗p+qa∗−paq
]

+ h.c.

)

= ±
(
V̂ (0)√
N

∫ 1

0

ds

∫ s

0

dt
∑

p,q∈P cH ,
p 6=−q

e−tAH
[
b∗p+qa

∗
−paq, AH

]
etAH

)

≤ C`α| log `|3/2(Hβ
N + 1) .

As for the first term on the second line of (3.106), we use again Prop. 3.14.
Proceeding then as in (3.2.6), we have∫ 1

0

ds e−sAHCNesAH = CN +

∫ 1

0

ds

∫ s

0

dt e−tAH [CN , AH ]etAH

≤ CN + C`α (Hβ
N + 1) + C`α| log `|(N+ + 1).

(3.108)

Inserting the bounds (3.107)-(3.108) into (3.106) and using additionally the sim-
ple bounds

0 ≤
∑
p∈PH

a∗pap ≤ `2αK

and∣∣∣ V̂ (0)√
N

∑
p∈P cH ,q∈PH ,

p6=−q

〈ξ, b∗p+qa∗−paqξ〉
∣∣∣ ≤ C`α√

N

∑
p∈P cH ,q∈PH ,

p 6=−q

|p|‖a−pap+qξ‖|p|−1|q|‖aqξ‖

≤ C√
N
`α| log `|1/2 ‖K1/2N 1/2

+ ξ‖
[ ∑
q∈PH

|q|2‖aqξ‖2

]1/2

≤ C`α| log `|1/2‖K1/2ξ‖2
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we end up with

Rβ
N,` ≥

V̂ (0)

2
N+

(
1− N+

N

)
+
V̂ (0)

2
(N −N+)− V̂ (0)2

8π
logNβ

+ V̂ (0)
∑
p∈P cH

a∗pap

(
1− N+

N

)
+
V̂ (0)

2

∑
p∈P cH

[
b∗pb
∗
−p + bpb−p

]
+
V̂ (0)√
N

∑
p∈P cH ,q∈Λ∗+:p 6=−q

[
b∗p+qa

∗
−paq + h.c.

]
+
(
1− C`α| log `|2

)
(Hβ

N + 1)

(3.109)

under the assumptions α > 3.

We define now the function vβ ∈ L∞(Λ) by setting

vβ(x) := V̂ (0)
∑

p∈{0}∪P cH

eip·x = V̂ (0)
∑

p∈Λ∗:|p|≤`−α
eip·x.

In other words, vβ is defined so that v̂β(p) = V̂ (0) for all p ∈ Λ∗ with |p| ≤ `−α

and v̂β(p) = 0 otherwise. Observe, in particular, that v̂β(p) ≥ 0 for all p ∈ Λ∗.

Proceeding as in (2.9), but now with V̂ (p/Nβ) replaced by v̂β(p), we find that

UN

[
1

N

N∑
i<j

vβ(xi − xj)

]
U∗N =

V̂ (0)

2N
(N − 1)(N −N+) +

V̂ (0)

2N
N+(N −N+)

+ V̂ (0)
∑
p∈P cH

a∗pap

(
1− N+

N

)
+
V̂ (0)

2

∑
p∈P cH

(b∗pb
∗
−p + bpb−p)

+
V̂ (0)√
N

∑
p∈P cH ,q∈Λ∗+,p 6=−q

[b∗p+qa
∗
−paq + a∗qa−pbp+q]

+
V̂ (0)

2N

∑
p,q∈Λ∗+,r∈P cH :r 6=−p,−q

a∗p+ra
∗
qapaq+r.

Comparing with (3.109) and noticing that

V̂ (0)

N

∑
p,q∈Λ∗+,r∈P cH :
r 6=−p,−q

〈ξ, a∗p+ra∗qapaq+rξ〉 ≤
C

N

∑
p,q∈Λ∗+,r∈P cH :
r 6=−p,−q

‖ap+raqξ‖‖apaq+rξ‖

≤ C`−2α

N
‖N+ξ‖2
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we conclude that

Rβ
N,` ≥ UN

[
1

N

N∑
i<j

vβ(xi − xj)

]
U∗N −

V̂ (0)2

8π
logNβ − C`−2αN 2

+/N

+
(
1− C`α| log `|2

)
Hβ
N − C`

α| log `|2.
(3.110)

By standard arguments, see for instance [70, Lemma 1], we observe now that,
since v̂β(p) ≥ 0 for all p ∈ Λ∗,

0 ≤
∫

Λ2

dxdy vβ(x− y)

[
N∑
j=1

δ(x− xj)−N

][
N∑
i=1

δ(y − xi) +N

]

=
N∑

i,j=1

vβ(xi − xj)−N2v̂β(0) = 2
N∑
i<j

vβ(xi − xj) +Nvβ(0)−N2v̂β(0).

This implies that

1

N

N∑
i<j

vβ(xi − xj) ≥
N

2
v̂β(0)− vβ(0) ≥ V̂ (0)

2
N − C`−2α.

From (3.110), we finally obtain

Rβ
N,` ≥

V̂ (0)

2
N − V̂ (0)2

8π
logNβ + (1− C`α| log `|2)Hβ

N − C`
−2αN 2

+/N − C`−2α.

This completes the proof of Proposition 2.8.
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Chapter 4

Analysis of the Renormalized Gross - Pitaevskii
Hamiltonian

In this chapter, we proceed similarly as we did in Chapter 3, namely, we write
explicitly all the bounds needed to prove properties of GN,α and RN,α, defined
as in Eq. (2.86) and Eq. (2.95) respectively, established in Prop. 2.11 and 2.14.
These propositions are the key ingredient to prove Theorem 1.3. The analysis in
Section 4.1 follows closely that of [10, Section 7] with some slight modifications
due to the different scaling of the interaction potential and the fact that the kernel
ηp of eB is different from zero for all p ∈ Λ∗+ (in [10] ηp is different from zero
only for momenta larger than a sufficiently large cutoff of order one). Moreover,
while in three dimensions, as well as in the dilute regime showed in Chapter 3, it
was sufficient to choose the function ηp appearing in the generalized Bogoliubov
transformation with ‖η‖ sufficiently small but of order one, we need here ‖η‖ to
be of order N−α for some α > 0 large enough. As discussed in Chapter 2 this
is achieved by considering the Neumann problem for the scattering equation in
(2.69) on a ball of radius ` = N−α; as a consequence some terms depending on
` will be large, compared to the analogous terms in [10].

On the other hand, in Section 4.2 we describe in details the analysis of RN,α

and we end up in proving Proposition 2.8.
The calculations in the following sections are reported as in [20, Section 6 and

Appendix A], with obvious modification to avoid overlapping with the analysis
in Chapter 3.

4.1 Analysis of the quadratically renormalized excita-
tion Hamiltonian GN,α

The aim of this section is to show Prop. 2.11. From (2.8) and (2.86), we can
decompose

GN,α = e−BLNeB = G(0)
N,α + G(2)

N,α + G(3)
N,α + G(4)

N,α

with
G(j)
N,α = e−BL(j)

N eB .

To analyse GN,α we need precise informations on the action of the generalized
Bogoliubov transformation eB, with B the antisymmetric operator defined in
(2.27), as explained in Chapter 2, Section 2.2. Then, in the subsections 4.1.1–

4.1.4 we prove separate bounds for the operators G(j)
N,α, j = 0, 2, 3, 4, which we
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combine in Subsection 4.1.5 to prove Prop. 2.11. In the analysis we will make use,
again, of Eq. (2.33), Lemma 2.3 and Lemma 3.1 with the appropriate smallness
of the norm of η.

4.1.1 Analysis of G(0)
N,α = e−BL(0)

N eB

We define E (0)
N so that

G(0)
N,α = e−BL(0)

N eB =
1

2
V̂ (0)(N +N+ − 1)(N −N+) + E (0)

N,α .

where we recall from (2.9) that

L(0)
N =

1

2
V̂ (0)(N − 1 +N+)(N −N+) .

Proposition 4.1. Under the assumptions of Prop. 2.11, there exists a constant
C > 0 such that

±E (0)
N,α ≤ CN1−α(N+ + 1)

for all α > 0 and N ∈ N large enough.

Proof. The proof follows [10, Prop. 7.1].
We write

L(0)
N =

N(N − 1)

2
V̂ (0) +

N

2
V̂ (0)

[ ∑
q∈Λ∗+

b∗qbq −N+

]
.

Hence,

E (0)
N =

N

2
V̂ (0)

∑
q∈Λ∗+

[
e−Bb∗qbqe

B − b∗qbq
]
− N

2
V̂ (0)

[
e−BN+e

B −N+

]
.

To bound the first term we use (2.31), |γ2
q − 1| ≤ Cη2

q , |σq| ≤ C|ηq|, the first
bound in (2.34), Cauchy-Schwarz and the estimate ‖η‖ ≤ CN−α. To bound the
second term, we use Lemma 3.1. We conclude that

|〈ξ, E (0)
N ξ〉| ≤ CN1−α‖(N+ + 1)1/2ξ‖2 .

4.1.2 Analysis of G(2)
N,α = e−BL(2)

N eB

We consider first conjugation of the kinetic energy operator.

Proposition 4.2. Under the assumptions of Prop. 2.11, there exists C > 0 such
that

e−BKeB = K +
∑
p∈Λ∗+

p2ηp(bpb−p + b∗pb
∗
−p)

+
∑
p∈Λ∗+

p2η2
p

(N −N+

N

)(N −N+ − 1

N

)
+ E (K)

N,α

(4.1)
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where

|〈ξ, E (K)
N,αξ〉| ≤ CN1/2−α‖H1/2

N ξ‖‖(N+ + 1)1/2ξ‖+ CN1−α‖(N+ + 1)1/2ξ‖2 (4.2)

for any α > 1, ξ ∈ F≤N+ and N ∈ N large enough.

Proof. We proceed as in the proof of [10, Prop. 7.2]. We write

e−BKeB −K

=

∫ 1

0

ds
∑
p∈Λ∗+

p2ηp

[(
γ(s)
p bp + σ(s)

p b∗−p
)(
γ(s)
p b−p + σ(s)

p b∗p
)

+ h.c.
]

+

∫ 1

0

ds
∑
p∈Λ∗+

p2ηp
[(
γ(s)
p bp + σ(s)

p b∗−p
)
d

(s)
−p + d(s)

p

(
γ(s)
p b−p + σ(s)

p b∗p
)

+ h.c.
]

+

∫ 1

0

ds
∑
p∈Λ∗+

p2ηp
[
d(s)
p d

(s)
−p + h.c.

]
=: G1 + G2 + G3

(4.3)

with γ
(s)
p = cosh(sηp), σ

(s)
p = sinh(sηp) and where d

(s)
p is defined as in (2.31), with

ηp replaced by sηp. We find

G1 =
∑
p∈Λ∗+

p2ηp
(
bpb−p + b∗−pb

∗
p

)
+
∑
p∈Λ∗+

p2η2
p

(
1− N+

N

)
+ EK1

with

EK1 = 2

∫ 1

0

ds
∑
p∈Λ∗+

p2ηp(σ
(s)
p )2

(
bpb−p + b∗−pb

∗
p

)
+

∫ 1

0

ds
∑
p∈Λ∗+

p2ηpγ
(s)
p σ(s)

p (4b∗pbp − 2N−1a∗pap)

+ 2

∫ 1

0

ds
∑
p∈Λ∗+

p2ηp
[
(γ(s)
p − 1)σ(s)

p + (σ(s)
p − sηp)

] (
1− N+

N

)
.

Since |
(
(γ

(s)
p )2 − 1

)
| ≤ Cη2

p, (σ
(s)
p )2 ≤ Cη2

p, p
2|ηp| ≤ C, ‖η‖∞ ≤ N−α, we can

estimate

|〈ξ,EK1 ξ〉|

≤ C
∑
p∈Λ∗+

p2|ηp|3‖bpξ‖‖(N+ + 1)1/2ξ‖+ C
∑
p∈Λ∗+

p2η2
p‖apξ‖2 + C

∑
p∈Λ∗+

p2η4
p‖ξ‖2

≤ C‖η‖‖(N+ + 1)1/2ξ‖2 ≤ CN−α‖(N+ + 1)1/2ξ‖2,

(4.4)

for any ξ ∈ F≤N+ . To bound the term G3 in (4.3), we switch to position space:

|〈ξ,G3ξ〉| ≤ CN

∫ 1

0

ds

∫
Λ2

dxdy
[
e2NV (eN(x− y)) +N2α−1χ(|x− y| ≤ N−α)

]
× ‖(N+ + 1)−1/2ď(s)

x ď(s)
y ξ‖‖(N+ + 1)1/2ξ‖
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With (2.38), we obtain

|〈ξ,G3ξ〉|

≤ CN1−α
∫

Λ2

dxdy
[
e2NV (eN(x− y)) +N2α−1χ(|x− y| ≤ N−α)

]
‖(N+ + 1)1/2ξ‖2

+ CN−2α

∫
Λ2

dxdy
[
e2NV (eN(x− y)) +N2α−1χ(|x− y| ≤ N−α)

]
‖(N+ + 1)1/2ξ‖

×
[
‖ǎx(N+ + 1)ξ‖+ ‖ǎy(N+ + 1)ξ‖+ ‖ǎxǎy(N+ + 1)1/2ξ‖

]
≤ CN1−α‖(N+ + 1)1/2ξ‖2 + CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2

N ξ‖ .
(4.5)

Finally, we consider G2 in (4.3). We split it as G2 = G21 + G22 + G23 + G24, with

G21 =

∫ 1

0

ds
∑
p∈Λ∗+

p2ηp

(
γ(s)
p bpd

(s)
−p + h.c.

)
,

G22 =

∫ 1

0

ds
∑
p∈Λ∗+

p2ηp

(
σ(s)
p b∗−pd

(s)
−p + h.c.

)
G23 =

∫ 1

0

ds
∑
p∈Λ∗+

p2ηp
(
γ(s)
p d(s)

p b−p + h.c.
)
,

G24 =

∫ 1

0

ds
∑
p∈Λ∗+

p2ηp
(
σ(s)
p d(s)

p b∗p + h.c.
)
.

(4.6)

We consider G21 first. We write

G21 = −
∑
p∈Λ∗+

p2η2
p

N+ + 1

N

N −N+

N
+
[
EK2 + h.c.

]
where EK2 =

∑3
j=1 EK2j , with

EK21 =
1

2N

∑
p∈Λ∗+

p2η2
p(N+ + 1)

(
b∗pbp −

1

N
a∗pap

)
,

EK22 =

∫ 1

0

ds
∑
p∈Λ∗+

p2ηp(γ
(s)
p − 1)bpd

(s)
−p ,

EK23 =

∫ 1

0

ds
∑
p∈Λ∗+

p2ηpbpd
(s)

−p .

(4.7)

and where we introduced the notation d
(s)

−p = d
(s)
−p + sηp(N+/N)b∗p. With (2.82),

we find
|〈ξ, EK21ξ〉| ≤ C

∑
p∈Λ∗+

ηp‖apξ‖2 ≤ CN−α‖N 1/2
+ ξ‖2 (4.8)
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Using |γ(s)
p − 1| ≤ Cη2

p and (2.34), we obtain

|〈ξ, EK22ξ〉| ≤
∑
p∈Λ∗+

p2|ηp|3‖N 1/2
+ ξ‖‖d(s)

−pξ‖ ≤ CN−3α‖(N+ + 1)1/2ξ‖2.
(4.9)

To control the third term in (4.7), we use (2.83) and we switch to position space.
We find

EK23 = −N
∫ 1

0

ds

∫
Λ2

dxdy e2NV (eN(x− y))fN,`(x− y)b̌xď
(s)

y

+N

∫ 1

0

dse2Nλ`

∫
Λ2

dxdy χ`(x− y)fN,`(x− y)b̌xď
(s)

y

= EK231 + EK232 .

(4.10)

With (2.37) and |η̌(x− y)| ≤ CN , we obtain

|〈ξ, EK231ξ〉| ≤ N

∫ 1

0

ds

∫
Λ2

dxdy e2NV (eN(x− y))

× ‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2ǎxď
(s)

y ξ‖

≤ CN1−α‖(N+ + 1)1/2ξ‖2 + CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖.

(4.11)

As for EK232, with (2.37) and Lemma 2.10 (recalling ` = N−α), we find

|〈ξ, EK232ξ〉| ≤ CN−α‖(N+ + 1)1/2ξ‖2

+

∫
Λ2

dxdy χ(|x− y| ≤ N−α)‖(N+ + 1)1/2ξ‖‖ǎxǎyN 1/2
+ ξ‖

(4.12)

To bound the last term on the r.h.s. of (4.12) we use Hölder’s and Sobolev
inequality ‖u‖q ≤ Cq1/2‖u‖H1 , valid for any 2 ≤ q <∞. We find∫

Λ2

dxdy χ(|x− y| ≤ N−α)‖(N+ + 1)1/2ξ‖‖ǎxǎyN 1/2
+ ξ‖

≤ C‖(N+ + 1)1/2ξ‖
∫

Λ

dx

(∫
Λ

dy χ(|x− y| ≤ N−α)

)1−1/q (∫
Λ

dy ‖ǎxǎyN 1/2
+ ξ‖q

)1/q

≤ CN2α/q−2α‖(N+ + 1)1/2ξ‖
∫

Λ

dx

(∫
Λ

dy ‖ǎxǎyN 1/2
+ ξ‖q

)1/q

≤ Cq1/2N2α/q−2α‖(N+ + 1)1/2ξ‖

×
[∫

Λ2

dxdy ‖ǎx∇yǎyN 1/2
+ ξ‖2 +

∫
Λ2

dxdy ‖ǎxǎyN 1/2
+ ξ‖2

]1/2

≤ Cq1/2N2α/q−2α‖(N+ + 1)1/2ξ‖
[
‖K1/2N+ξ‖+ ‖N 3/2

+ ξ‖
]
.

Choosing q = logN , we get∫
Λ2

dxdy χ(|x− y| ≤ N−α)‖(N+ + 1)1/2ξ‖‖ǎxǎy(N+ + 1)1/2ξ‖

≤ CN1−2α(logN)1/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖.
(4.13)
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Therefore, for any ξ ∈ F≤N+ ,

|〈ξ, EK232ξ〉| ≤ N1−2α(logN)1/2‖K1/2ξ‖‖(N+ + 1)1/2ξ‖+N−α‖(N+ + 1)1/2ξ‖2 .

Combining the last bound with (4.8), (4.9) and (4.11), we conclude that

|〈ξ, EK2 ξ〉| ≤ CN1−α‖(N+ + 1)1/2ξ‖2 + CN1/2−α‖H1/2
N ξ‖‖(N+ + 1)1/2ξ‖ . (4.14)

for any α > 1, N ∈ N large enough, ξ ∈ F≤N+ .
The term G22 in (4.6) can be bounded using (2.34). We find

|〈ξ,G22ξ〉| ≤ CN−2α‖(N+ + 1)1/2ξ‖2 . (4.15)

We split G23 = EK31 + EK32 + h.c. , with

EK31 =

∫ 1

0

ds
∑
p∈Λ∗+

p2ηp
(
γ(s)
p − 1

)
d(s)
p b−p , EK32 =

∫ 1

0

ds
∑
p∈Λ∗+

p2ηpd
(s)
p b−p

With (2.34), we find

|〈ξ, EK31ξ〉| ≤ C

∫ 1

0

ds
∑
p∈Λ∗+

p2|ηp|3‖(d(s)
p )∗ξ‖‖b−pξ‖ds ≤ CN−3α‖(N+ + 1)1/2ξ‖2

To estimate EK32, we use (2.83) and we switch to position space. Proceeding as
we did in (4.10), (4.11), (4.12), we obtain

|〈ξ, EK32ξ〉| ≤ CN

∫ 1

0

ds

∫
Λ2

dxdy
[
e2NV (eN(x− y)) +N2α−1χ(|x− y| ≤ N−α)

]
× ‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2ď(s)

x b̌yξ‖ .

With (2.36) and (4.13) we find

|〈ξ, EK32ξ〉| ≤ CN−α
∫

Λ2

dxdy
[
e2NV (eN(x− y)) +N2α−1χ(|x− y| ≤ N−α)

]
× ‖(N+ + 1)1/2ξ‖

[
‖ǎy(N+ + 1)ξ‖+ ‖ǎxǎy(N+ + 1)1/2ξ‖

]
≤ CN1−α‖(N+ + 1)1/2ξ‖2 + CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2

N ξ‖
+ CN1−2α(logN)1/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖ .

Combining the bounds for EK31 and EK32 , we conclude that, if α > 1,

|〈ξ,G23ξ〉| ≤ CN1/2−α‖(N+ + 1)1/2ξ‖‖H1/2
N ξ‖+ CN1−α‖(N+ + 1)1/2ξ‖2 (4.16)

To bound G24 in (4.6), we use (2.34), the bounds (2.81) and ‖η‖2
H1
≤ CN , and

the commutator (2.5):

|〈ξ,G24ξ〉|

≤ C

∫ 1

0

ds
∑
p∈Λ∗+

p2η2
p‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2d(s)

p b∗pξ‖

≤ C‖(N+ + 1)1/2ξ‖
∑
p∈Λ∗+

p2η2
p

[
|ηp|‖(N+ + 1)1/2ξ‖+N−1‖η‖‖bpb∗p(N+ + 1)1/2ξ‖

]
≤ CN−α‖(N+ + 1)1/2ξ‖2 .
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Together with (4.6), (4.14), (4.15) and (4.16), this implies that

G2 = −
∑
p∈Λ∗+

p2η2
p

N+ + 1

N

N −N+

N
+ EK4

with

|〈ξ, EK4 ξ〉| ≤ CN1/2−α‖H1/2
N ξ‖‖(N+ + 1)1/2ξ‖+ CN1−α‖(N+ + 1)1/2ξ‖2 . (4.17)

Combining (4.4), (4.5) and (4.17), we obtain (4.1) and (4.2).

In the next proposition, we consider the conjugation of the operator

L(2,V )
N = N

∑
p∈Λ∗+

V̂ (p/eN)

[
b∗pbp −

1

N
a∗pap

]
+
N

2

∑
p∈Λ∗+

V̂ (p/eN)
[
b∗pb
∗
−p + bpb−p

]
Proposition 4.3. Under the assumptions of Prop. 2.11, there is a constant
C > 0 such that

e−BL(2,V )
N eB = N

∑
p∈Λ∗+

V̂ (p/eN)ηp

(N −N+

N

)(N −N+ − 1

N

)
+N

∑
p∈Λ∗+

V̂ (p/eN)a∗pap

(
1− N+

N

)
+
N

2

∑
p∈Λ∗+

V̂ (p/eN)
(
bpb−p + b∗−pb

∗
p

)
+ E (V )

N

(4.18)

where

|〈ξ, E (V )
N ξ〉| ≤ CN1/2−α‖H1/2

N ξ‖‖(N+ + 1)1/2ξ‖+ CN1−α‖(N+ + 1)1/2ξ‖2 .

(4.19)

for any α > 1, ξ ∈ F≤N+ and N ∈ N large enough.

Proof. We write

e−BL(2,V )
N eB = N

∑
p∈Λ∗+

V̂ (p/eN)e−Bb∗pbpe
B −

∑
p∈Λ∗+

V̂ (p/eN)e−Ba∗pape
B

+
N

2

∑
p∈Λ∗+

V̂ (p/eN)e−B
[
bpb−p + b∗pb

∗
−p
]
eB

=: F1 + F2 + F3 .

(4.20)

With (2.31), we find

F1 = N
∑
p∈Λ∗+

V̂ (p/eN)
[
γpb
∗
p + σpb−p

][
γpbp + σpb

∗
−p]

+N
∑
p∈Λ∗+

V̂ (p/eN)
[
(γpb

∗
p + σpb−p)dp + d∗p(γpbp + σpb

∗
−p) + d∗pdp

]
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where γp = cosh ηp, σp = sinh ηp and the operators dp are defined in (2.31). Using
|1−γp| ≤ η2

p, |σp| ≤ C|ηp| and using Lemma 2.3 for the terms on the second line,
we find

F1 = N
∑
p∈Λ∗+

V̂ (p/eN)b∗pbp + EV1 (4.21)

with ±EV1 ≤ CN1−α(N+ + 1).
Let us now consider the second contribution on the r.h.s. of (4.20). We find

− F2 =
∑
p∈Λ∗+

V̂ (p/eN)a∗pap + EV2 (4.22)

with

EV2 =
∑
p∈Λ∗+

V̂ (p/eN)

∫ 1

0

e−sB(ηpb−pbp + h.c. )esBds.

With Lemma 2.2, we easily find ±EV2 ≤ CN−α(N+ + 1).
Finally, we consider the last term on the r.h.s. of (4.20). With (2.31), we

obtain

F3 =
N

2

∑
p∈Λ∗+

V̂ (p/eN)
[
γpbp + σpb

∗
−p
] [
γpb−p + σpb

∗
p

]
+ h.c.

+
N

2

∑
p∈Λ∗+

V̂ (p/eN)
[
(γpbp + σpb

∗
−p) d−p + dp (γpb−p + σpb

∗
p)
]

+ h.c.

+
N

2

∑
p∈Λ∗+

V̂ (p/eN)dpd−p + h.c.

=: F31 + F32 + F33 .

(4.23)

Using |1− γp| ≤ Cη2
p, |σp| ≤ C|ηp|, we obtain

F31 =
N

2

∑
p∈Λ∗+

V̂ (p/eN)
(
bpb−p + b∗−pb

∗
p

)
+N

∑
p∈Λ∗+

V̂ (p/eN)ηp
N −N+

N
+ EV3

(4.24)

with ±EV3 ≤ CN1−α(N+ + 1). As for F32 in (4.23), we divide it into four parts

F32 =
N

2

∑
p∈Λ∗+

V̂ (p/eN)
[
(γpbp + σpb

∗
−p) d−p + dp (γpb−p + σpb

∗
p)
]

+ h.c.

=: F321 + F322 + F323 + F324 .

(4.25)

We start with F321, which we write as

F321 = −N
∑
p∈Λ∗+

V̂ (p/eN)ηp

(
N −N+

N

)(
N+ + 1

N

)
+ EV4
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where EV4 = EV41 + EV42 + EV43 + h.c. , with

EV41 =
N

2

∑
p∈Λ∗+

V̂ (p/eN) (γp − 1)bpd−p , EV42 =
N

2

∑
p∈Λ∗+

V̂ (p/eN)bpd−p

EV43 = − N

2

∑
p∈Λ∗+

V̂ (p/eN)ηp
N+ + 1

N
(b∗pbp −N−1a∗pap)

and with the notation d−p = d−p + N−1ηpN+b
∗
p. Since |γp − 1| ≤ Cη2

p, ‖η‖∞ ≤
CN−α, we find easily with (2.34) that

|〈ξ, EV41ξ〉| ≤ CN1−3α‖(N+ + 1)1/2ξ‖2 .

Moreover
|〈ξ, EV43ξ〉| ≤ CN

∑
p∈Λ∗+

ηp‖apξ‖2 ≤ CN1−α‖N 1/2
+ ξ‖2 .

As for EV42, we switch to position space and we use (2.37). We obtain

|〈ξ, EV42ξ〉| ≤ CN

∫
Λ2

dxdy e2NV (eN(x− y))‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2ǎxďyξ‖

≤ CN1−α
∫

Λ2

dxdy e2NV (eN(x− y))‖(N+ + 1)1/2ξ‖

×
[
‖(N+ + 1)1/2ξ‖+ ‖ǎxξ‖+ ‖ǎyξ‖+N−1/2‖ǎxǎyξ‖

]
≤ CN1−α‖(N+ + 1)1/2ξ‖2 + CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2

N ξ‖ .

We conclude that

|〈ξ, EV4 ξ〉| ≤ CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖+ CN1−α‖(N+ + 1)1/2ξ‖2

To bound the term F322 in (4.25), we use (2.34) and |σp| ≤ C|ηp|; we obtain

|〈ξ,F322ξ〉| ≤ CN
∑
p∈Λ∗+

|ηp|‖b−pξ‖
[
|ηp|‖(N+ + 1)1/2ξ‖+ ‖η‖‖b−pξ‖

]
≤ CN1−2α‖(N+ + 1)1/2ξ‖2 .

Let us now consider the term F323 on the r.h.s. of (4.25). We write F323 =
EV51 + EV52 + h.c. , with

EV51 =
N

2

∑
p∈Λ∗+

V̂ (p/eN) (γp − 1) dpb−p , EV52 =
N

2

∑
p∈Λ∗+

V̂ (p/eN) dpb−p .

With |γp − 1| ≤ Cη2
p and (2.34) we obtain

|〈ξ, EV51ξ〉| ≤ CN
∑
p∈Λ∗+

η2
p ‖d∗pξ‖‖apξ‖ ≤ CN1−3α‖(N+ + 1)1/2ξ‖2 .
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We find, switching to position space and using (2.36),

|〈ξ, EV52ξ〉|

≤ CN

∫
Λ2

dxdy e2NV (eN(x− y))‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2ďxǎyξ‖

≤ CN1−α‖(N+ + 1)1/2ξ‖
∫

Λ2

dxdy e2NV (eN(x− y))
[
‖ǎyξ‖+N−1/2‖ǎxǎyξ‖

]
≤ CN1−α‖(N+ + 1)1/2ξ‖2 + CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2

N ξ‖ .
Hence,

|〈ξ,F323ξ〉| ≤ CN1−α‖(N+ + 1)1/2ξ‖2 + CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖

To estimate the term F324 in (4.25) we use (2.34) and the bound∑
p∈Λ∗+

|V̂ (p/eN)||ηp| ≤ C
∑

p∈Λ∗+, |p|≤eN

1

p2
+ C

∑
p∈Λ∗+, |p|>eN

|V̂ (p/eN)|
p2

≤ CN + C

( ∑
p∈Λ∗+

|V̂ (p/eN)|2
)1/2( ∑

p∈Λ∗+, |p|>eN

1

p4

)1/2

≤ CN

We find

|〈ξ,F324ξ〉| ≤ CN
∑
p∈Λ∗+

∣∣V̂ (p/eN)
∣∣|ηp|‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2dp b

∗
pξ‖

≤ CN
∑
p∈Λ∗+

∣∣V̂ (p/eN)
∣∣|ηp|‖(N+ + 1)1/2ξ‖

×
[
|ηp|‖(N+ + 1)1/2ξ‖+N−1‖η‖‖bpb∗p(N+ + 1)1/2ξ‖

]
≤ CN

∑
p∈Λ∗+

∣∣V̂ (p/eN)
∣∣|ηp|‖(N+ + 1)1/2ξ‖

×
[
|ηp|‖(N+ + 1)1/2ξ‖+N−1‖η‖‖(N+ + 1)1/2ξ‖+ ‖η‖‖apξ‖

]
≤ CN1−α‖(N+ + 1)1/2ξ‖2 .

Combining the last bounds, we arrive at

F32 = N
∑
p∈Λ∗+

V̂ (p/eN)ηp

(
N −N+

N

)(
−N+ − 1

N

)
+ EV6

with

|〈ξ, EV6 ξ〉| ≤ CN1−α‖(N+ + 1)1/2ξ‖2 + CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖ . (4.26)

To control the last contribution F33 in (4.23), we switch to position space.
With (2.38) and (2.78) we obtain

|〈ξ,F33ξ〉| ≤ CN‖(N+ + 1)1/2ξ‖
∫

Λ2

dxdy e2NV (eN(x− y))‖(N+ + 1)−1/2ďxďyξ‖

≤ CN1−α‖(N+ + 1)1/2ξ‖2 + CN1/2−2α‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖ .
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The last equation, combined with (4.23), (4.24) and (4.26), implies that

F3 =
N

2

∑
p∈Λ∗+

V̂ (p/eN)(bpb−p + b∗−pb
∗
p)

+N
∑
p∈Λ∗+

V̂ (p/eN)ηp

(
N −N+

N

)(
N −N+ − 1

N

)
+ EV7

with

|〈ξ, EV7 ξ〉| ≤ CN1−α‖(N+ + 1)1/2ξ‖2 + CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖ .

Together with (4.21) and with (4.22), and recalling that b∗pbp − N−1a∗pap =
a∗pap(1−N+/N), we obtain (4.18) with (4.19).

4.1.3 Analysis of G(3)
N,α = e−BL(3)

N eB

We consider here the conjugation of the cubic term L(3)
N , defined in (2.9).

Proposition 4.4. Under the assumptions of Prop. 2.11, there exists a constant
C > 0 such that

G(3)
N,α = e−BL(3)

N eB =
√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/eN)
[
b∗p+qa

∗
−paq + h.c.

]
+ E (3)

N

where

|〈ξ, E (3)
N ξ〉| ≤ CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2

N ξ‖+ CN1−α‖(N+ + 1)1/2ξ‖2 (4.27)

for any α > 1 and N ∈ N large enough.

Proof. This proof is similar to the proof of [10, Prop. 7.5]. Expanding e−Ba∗−paqe
B,

we arrive at

E (3)
N =

√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/eN)
(
(γp+q − 1)b∗p+q + σp+qb−p−q + d∗p+q

)
a∗−paq

+
√
N

∑
p,q∈Λ∗+,p+q 6=0

V̂ (p/eN)ηp e
−Bb∗p+qe

B

∫ 1

0

ds e−sBbpbqe
sB

+
√
N

∑
p,q∈Λ∗+,p+q 6=0

V̂ (p/eN)ηq e
−Bb∗p+qe

B

∫ 1

0

ds e−sBb∗−pb
∗
−qe

sB

+ h.c.

=: E (3)
1 + E (3)

2 + E (3)
3 + h.c.

(4.28)

where, as usual, γp = cosh η(p), σp = sinh η(p) and dp is as in (2.31). We consider

E (3)
1 . To this end, we write

E (3)
1 =

√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/eN)
(
(γp+q − 1)b∗p+q + σp+qb−p−q + d∗p+q

)
a∗−paq

=: E (3)
11 + E (3)

12 + E (3)
13 .
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Since |γp+q − 1| ≤ |ηp+q|2 and ‖η‖ ≤ CN−α, we find

|〈ξ, E (3)
11 ξ〉| ≤ CN‖η‖2‖(N+ + 1)1/2ξ‖2 ≤ CN1−2α‖(N+ + 1)1/2ξ‖2 . (4.29)

As for E (3)
12 , we commute a∗−p through b−p−q (recall q 6= 0). With |σp+q| ≤ C|ηp+q|,

we obtain

|〈ξ, E (3)
12 ξ〉| ≤ CN1−α‖(N+ + 1)1/2ξ‖2 . (4.30)

We decompose now E (3)
13 = E (3)

131 + E (3)
132, with

E (3)
131 =

√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/eN) d̄∗p+qa
∗
−paq

E (3)
132 = − (N+ + 1)

N

√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/eN)ηp+q b−p−qa
∗
−paq .

where we defined d∗p+q = d
∗
p+q −

(N++1)
N

ηp+qb−p−q. The term E (3)
132 is estimated

similarly to E (3)
12 , moving a∗−p to the left of b−p−q; we find ±E (3)

132 ≤ CN1−α(N++1).

We bound E (3)
131 in position space. We find

|〈ξ, E (3)
131ξ〉|

≤ N1/2

∫
Λ2

dxdy e2NV (eN(x− y))‖ǎxξ‖‖ǎy ˇ̄dxξ‖

≤ CN1/2−α
∫

Λ2

dxdy e2NV (eN(x− y))‖ǎxξ‖

×
[
‖(N+ + 1)ξ‖+N−1‖ǎx(N+ + 1)1/2ξ‖+ ‖η‖‖ǎy(N+ + 1)1/2ξ‖+ ‖ǎxǎyξ‖

]
≤ CN1−α‖(N+ + 1)1/2ξ‖2 + CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2

N ξ‖ .

With (4.29) and (4.30) we obtain

|〈ξ, E (3)
1 ξ〉| ≤CN1/2−α‖V1/2

N ξ‖‖(N+ + 1)1/2ξ‖+ CN1−α‖(N+ + 1)1/2ξ‖2 . (4.31)

Next, we focus on E (3)
2 , defined in (4.28). With Eq. (2.31), we find

E (3)
2 =

√
N

∑
p,q∈Λ∗+,p+q 6=0

V̂ (p/eN)ηp e
−Bb∗p+qe

B

×
∫ 1

0

ds
(
γ(s)
p γ(s)

q bpbq + σ(s)
p σ(s)

q b∗−pb
∗
−q + γ(s)

p σ(s)
q b∗−qbp + σ(s)

p γ(s)
q b∗−pbq

)
+
√
N

∑
p,q∈Λ∗+,p+q 6=0

V̂ (p/eN)ηp e
−Bb∗p+qe

B

∫ 1

0

ds γ(s)
p σ(s)

q [bp, b
∗
−q]

+
√
N

∑
p,q∈Λ∗+,p+q 6=0

V̂ (p/eN)ηp e
−Bb∗p+qe

B

×
∫ 1

0

ds
[
d(s)
p

(
γ(s)
q bq + σ(s)

q b∗−q
)

+
(
γ(s)
p bp + σ(s)

p b∗−p
)
d(s)
q + d(s)

p d(s)
q

]
=: E (3)

21 + E (3)
22 + E (3)

23

(4.32)
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with γ
(s)
p = cosh(sηp), σ

(s)
p = sinh(sηp) and d

(s)
p defined as in (2.31), with η

replaced by sη. With Lemma 2.2, we get

|〈ξ, E (3)
21 ξ〉| ≤ CN1−α‖(N+ + 1)1/2ξ‖2 . (4.33)

Since [bp, b
∗
−q] = −a∗−qap/N for p 6= −q, we find

|〈ξ, E (3)
22 ξ〉| ≤ CN−2α‖(N+ + 1)1/2ξ‖2 . (4.34)

As for the third term on the r.h.s. of (4.32), we switch to position space. We
find

E (3)
23 =

√
N

∫
Λ3

dxdydz e2NV (eN(x− z))η̌(y − z) e−B b̌∗xe
B

×
∫ 1

0

ds
[
ď(s)
y

(
b(γ̌(s)

x ) + b∗(σ̌(s)
x )
)

+
(
b(γ̌(s)

y ) + b∗(σ̌(s)
y )
)
ď(s)
x + ď(s)

y ď(s)
x

]
.

Using the bounds (2.36), (2.37), (2.38) and Lemma 2.2 we arrive at

|〈ξ, E (3)
23 ξ〉|

≤ C
√
N

∫
Λ3

dxdydz e2NV (eN(x− z))|η̌(y − z)|‖b̌xeBξ‖
∫ 1

0

ds

×
[
‖ď(s)

y

(
b̌x + b(ř(s)

x ) + b∗(σ̌(s)
x )
)
ξ‖+ ‖

(
b̌y + b(ř(s)

y ) + b∗(σ̌(s)
y )
)
ď(s)
x ξ‖+ ‖ď(s)

x ď(s)
y ξ‖

]
≤ C
√
N

∫
Λ3

dxdydz e2NV (eN(x− z))|η̌(y − z)|‖b̌xeBξ‖
[
N−1|η̌(x− y)|‖(N+ + 1)ξ‖

+ ‖η‖‖b̌xb̌yξ‖+ ‖η‖‖(N+ + 1)ξ‖+ ‖η‖‖b̌x(N+ + 1)1/2ξ‖+ ‖η‖‖b̌y(N+ + 1)1/2ξ‖
]

≤ CN1−α‖N 1/2
+ eBξ‖‖(N+ + 1)ξ‖

≤ CN1−α‖(N+ + 1)1/2ξ‖2

where ř indicates the function in L2(Λ) with Fourier coefficients rp = 1−γp, and
the fact that ‖η̌‖, ‖ř‖, ‖σ̌‖ ≤ CN−α. Combined with (4.33) and (4.34), the last
bound implies that

±E (3)
2 ≤CN1−α(N+ + 1) . (4.35)

To bound the last contribution on the r.h.s. of (4.28), it is convenient to bound
(in absolute value) the expectation of its adjoint

E (3)∗
3 =

√
N

∑
p,q∈Λ∗+,p+q 6=0

V̂ (p/eN)ηq

∫ 1

0

ds e−sBb−qe
sB

×
(
γ(s)
p b−p + σ(s)

p b∗p + d
(s)
−p
)(
γp+qbp+q + σp+qb

∗
−p−q + dp+q

)
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E (3)∗
3 =

√
N

∑
p,q∈Λ∗+,p+q 6=0

V̂ (p/eN)ηq

∫ 1

0

ds e−sBb−qe
sB

×
[
γ(s)
p γp+qb−pbp+q + σ(s)

p σp+qb
∗
pb
∗
−p−q + γ(s)

p σp+qb
∗
−p−qb−p + γp+qσ

(s)
p b∗pbp+q

+ d
(s)
−p
(
γp+qbp+q + σp+qb

∗
−p−q

)
+
(
γ(s)
p b−p + σ(s)

p b∗p
)
dp+q + d

(s)
−pdp+q

]
+
√
N

∑
p,q∈Λ∗+,p+q 6=0

V̂ (p/eN)ηq

∫ 1

0

ds e−sBb−qe
sBγ(s)

p σp+q[b−p, b
∗
−p−q]

=: E (3)
31 + E (3)

32 .

Since q 6= 0, [b−p, b
∗
−p−q] = −a∗−p−qa−p/N . Thus, we can estimate

|〈ξ,E (3)
32 ξ〉|

≤ CN−1/2

∫ 1

0

ds
∑

p,q∈Λ∗+,p+q 6=0

|ηq||ηp+q| ‖a−p−q e−sBb∗−qesBξ‖‖a−pξ‖

≤ C‖η‖2‖(N+ + 1)1/2ξ‖2 ≤ CN−2α‖(N+ + 1)1/2ξ‖2 .

(4.36)

To bound the expectation of E (3)
31 , we switch to position space. We find

|〈ξ, E (3)
31 ξ〉|

≤ N1/2

∫ 1

0

ds

∫
Λ2

dxdy e2NV (eN(x− y))‖b∗(η̌x)esBξ‖
[
‖b̌xb̌yξ‖

+ ‖η‖‖b̌x(N+ + 1)1/2ξ‖+ ‖η‖‖b̌y(N+ + 1)1/2ξ‖+N−1|η̌(x− y)|‖(N+ + 1)ξ‖
]
.

With Lemma 2.2, we conclude that

|〈ξ, E (3)
31 ξ〉| ≤CN1/2−α‖V1/2

N ξ‖‖(N+ + 1)1/2ξ‖+ CN1−α‖(N+ + 1)1/2ξ‖2 . (4.37)

From (4.36) and (4.37) we obtain

|〈ξ, E (3)
3 ξ〉| ≤CN1/2−α‖V1/2

N ξ‖‖(N+ + 1)1/2ξ‖+ CN1−α‖(N+ + 1)1/2ξ‖2 .

Together with (4.28), (4.31) and (4.35), we arrive at (4.27).

4.1.4 Analysis of G(4)
N,α = e−BL(4)

N eB

Finally, we consider the conjugation of the quartic term L(4)
N . We define the

error operator E (4)
N through

G(4)
N,α = e−BL(4)

N eB = VN +
1

2

∑
q∈Λ∗+,r∈Λ∗

r 6=−q

V̂ (r/eN)ηq+rηq

(
1− N+

N

)(
1− N+ + 1

N

)

+
1

2

∑
q∈Λ∗+,r∈Λ∗:

r 6=−q

V̂ (r/eN) ηq+r
(
bqb−q + b∗qb

∗
−q
)

+ E (4)
N
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Proposition 4.5. Under the assumptions of Prop.2.11 there exists a constant
C > 0 such that

|〈ξ, E (4)
N ξ〉| ≤CN1/2−α‖V1/2

N ξ‖‖(N+ + 1)1/2ξ‖+ CN1−α‖(N+ + 1)1/2ξ‖2 (4.38)

for any α > 1, ξ ∈ F≤N+ and N ∈ N large enough.

To show Prop. 4.5, we use the following lemma, whose proof can be obtained
as in [10, Lemma 7.7].

Lemma 4.6. Let η ∈ `2(Λ∗) as defined in (2.80). Then there exists a constant
C > 0 such that

‖(N+ + 1)n/2e−B b̌xb̌ye
Bξ‖

≤ C
[
N‖(N+ + 1)n/2ξ‖+ ‖ǎy(N+ + 1)(n+1)/2ξ‖

+ ‖ǎx(N+ + 1)(n+1)/2ξ‖+ ‖ǎxǎy(N+ + 1)n/2ξ‖
]

for all ξ ∈ F≤N+ , n ∈ Z.

Proof of Prop. 4.5. We follow the proof of [10, Prop. 7.6]. We write

G(4)
N,α = VN +W1 +W2 +W3 +W4

with

W1 =
1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r

∫ 1

0

ds
(
e−sBbqb−q e

sB + h.c.
)

W2 =
∑

p,q∈Λ∗+,r∈Λ∗:r 6=p,−q

V̂ (r/eN) ηq+r

∫ 1

0

ds
(
e−sBb∗p+rb

∗
qe
sBa∗−q−rap + h.c.

)
(4.39)

and

W3 =
∑

p,q∈Λ∗+,r∈Λ∗:r 6=−p−q

V̂ (r/eN)ηq+rηp

×
∫ 1

0

ds

∫ s

0

dτ
(
e−sBb∗p+rb

∗
qe
sBe−τBb∗−pb

∗
−q−re

τB + h.c.
)

W4 =
∑

p,q∈Λ∗+,r∈Λ∗:r 6=−p−q

V̂ (r/eN) η2
q+r

×
∫ 1

0

ds

∫ s

0

dτ
(
e−sBb∗p+rb

∗
qe
sBe−τBbpbq+re

τB + h.c.
)
.

(4.40)
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Let us first consider the term W1. With (2.31), we find

W1 =
1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r

∫ 1

0

ds(γ(s)
q )2(bqb−q + h.c. )

+
1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r

∫ 1

0

ds γ(s)
q σ(s)

q

(
[bq, b

∗
q] + h.c.

)
+

1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r

∫ 1

0

ds γ(s)
q

(
bqd

(s)
−q + h.c.

)
+ E (4)

10

=: W11 + W12 + W13 + E (4)
10

(4.41)

where
E (4)

10 = E (4)
101 + E (4)

102 + E (4)
103 + E (4)

104 + E (4)
105 (4.42)

with

E (4)
101 =

1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r

∫ 1

0

ds
[
2γ(s)

q σ(s)
q b∗qbq + (σ(s)

q )2b∗−qb
∗
q + h.c.

]
E (4)

102 =
1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r

∫ 1

0

ds σ(s)
q

(
b∗−qd

(s)
−q + h.c.

)
E (4)

103 =
1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r

∫ 1

0

ds σ(s)
q

(
d(s)
q b∗q + h.c.

)
E (4)

104 =
1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r

∫ 1

0

ds γ(s)
q

(
d(s)
q b−q + h.c.

)
E (4)

105 =
1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r

∫ 1

0

ds
(
d(s)
q d

(s)
−q + h.c.

)
.

(4.43)

With
1

N
sup
q∈Λ∗+

∑
r∈Λ∗+

|V̂ (r/eN)||ηq+r| ≤ C <∞ (4.44)

uniformly in N ∈ N, we can estimate the first term in (4.43) by

|〈ξ, E (4)
101ξ〉| ≤ CN1−α‖(N+ + 1)1/2ξ‖2 .

Using (4.44) and (2.34) we also find

|〈ξ, E (4)
102ξ〉| ≤ CN1−2α‖(N+ + 1)1/2ξ‖2 .
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For the third term in (4.43) we switch to position space and use (2.36):

|〈ξ, E (4)
103ξ〉| ≤

1

2

∫
dxdye2NV (eN(x− y))|η̌(x− y)|

×
∫ 1

0

ds ‖(N + 1)−1/2ďyb
∗(σ̌(s)

x )ξ‖‖(N + 1)1/2ξ‖

≤ C‖η̌‖∞‖η‖
∫
dxdye2NV (eN(x− y))‖(N+ + 1)1/2ξ‖

∫ 1

0

ds

×
[
‖b∗(σ̌(s)

x )ξ‖+
1

N
|η̌(s)(x− y)|‖(N + 1)1/2ξ‖+

1√
N
‖b∗(σ̌(s)

x )b̌yξ‖
]

≤ CN1−α‖(N+ + 1)1/2ξ‖2 .

Consider now the fourth term in (4.43). We write E (4)
104 = E (4)

1041 + E (4)
1042, with

E (4)
1041 =

1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r

∫ 1

0

ds (γ(s)
q − 1)d(s)

q b−q

E (4)
1042 =

1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r

∫ 1

0

ds d(s)
q b−q

With |γ(s)
q − 1| ≤ C|ηq|2, (4.44) and ‖d∗qξ‖ ≤ C‖η‖‖(N+ + 1)1/2ξ‖, we find

|〈ξ, E (4)
1041ξ〉| ≤ CN1−3α‖(N+ + 1)1/2ξ‖2

As for E (4)
1042, we switch to position space. Using (2.78) and (2.36), we obtain

|〈ξ, E (4)
1042ξ〉|

=
∣∣∣1
2

∫ 1

0

ds

∫
Λ2

dxdy e2NV (eN(x− y))η̌(x− y)〈ξ, ď(s)
x b̌yξ〉

∣∣∣
≤ CN

∫ 1

0

ds

∫
Λ2

dxdy e2NV (eN(x− y))‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2ď(s)
x b̌yξ‖

≤ CN‖η‖
∫ 1

0

ds

∫
Λ2

dxdy e2NV (eN(x− y))‖(N+ + 1)1/2ξ‖

×N−1
[
‖ǎyN+ξ‖+ ‖ǎxǎyN 1/2

+ ξ‖
]

≤ CN1−α‖(N+ + 1)1/2ξ‖2 + CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖

Let us consider the last term in (4.43). Switching to position space and using
(2.38) in Lemma 2.3 and again (2.78), we arrive at

|〈ξ, E (4)
105ξ〉|

≤ CN

∫
Λ2

dxdy e2NV (eN(x− y))‖(N+ + 1)1/2ξ‖
∫ 1

0

ds‖(N+ + 1)−1/2ď(s)
x ď(s)

y ξ‖

≤ CN‖η‖‖(N+ + 1)1/2ξ‖
∫

Λ2

dxdy e2NV (eN(x− y))

×
[
‖(N+ + 1)1/2ξ‖+ ‖η‖‖ǎxξ‖+ ‖η‖‖ǎyξ‖+N−1/2‖η‖‖ǎxǎyξ‖

]
≤ CN1−α‖(N+ + 1)1/2ξ‖2 + CN1/2−2α‖(N+ + 1)1/2ξ‖‖V1/2

N ξ‖ .
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Summarizing, we have shown that (4.42) can be bounded by

|〈ξ, E (4)
10 ξ〉| ≤CN1/2−α‖V1/2

N ξ‖‖(N+ + 1)1/2ξ‖+ CN1−α‖(N+ + 1)1/2ξ‖2 (4.45)

for any α > 1, ξ ∈ F≤N+ . Next, we come back to the terms W11,W12,W13

introduced in (4.41). Using (4.44) and |γ(s)
q − 1| ≤ Cη2

q , we can write

W11 =
1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r(bqb−q + h.c. ) + E (4)
11 , (4.46)

where E (4)
11 is such that

|〈ξ, E (4)
11 ξ〉| ≤ CN1−2α‖(N+ + 1)ξ‖2 .

Next, we can decompose the second term in (4.41) as

W12 =
1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+rηq

(
1− N+

N

)
+ E (4)

12 (4.47)

where ±E (4)
12 ≤ CN−αN+ +N1−3α.

The third term on the r.h.s. of (4.41) can be written as

W13 = −1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+rηq

(
1− N+

N

)
N+ + 1

N
+ E (4)

13 (4.48)

where E (4)
13 = E (4)

131 + E (4)
132 + E (4)

133 + E (4)
134, with

E (4)
131 =

1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r

∫ 1

0

ds (γ(s)
q − 1)bqd

(s)
−q + h.c.

E (4)
132 =

1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r

∫ 1

0

ds bq

[
d

(s)
−q + sηq

N+

N
b∗q

]
+ h.c.

E (4)
133 = − 1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+rηqb
∗
qbq
N+ + 1

N

E (4)
134 =

1

2N

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+rηqa
∗
qaq
N+ + 1

N
.

With (4.44), we immediately find

±E (4)
133 ≤ CN1−α(N+ + 1), ±E (4)

134 ≤ CN−α(N+ + 1) .

With |γ(s)
q − 1| ≤ Cη2

q , Lemma 2.3 and, again, (4.44), we also obtain

|〈ξ, E (4)
131ξ〉| ≤ CN1−3α‖(N+ + 1)1/2ξ‖2 .
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Let us now consider E (4)
132. In position space, with ď

(s)

y = d
(s)
y + (N+/N)b∗(η̌y) and

using (2.37), we obtain

|〈ξ, E (4)
132ξ〉| =

∣∣∣1
2

∫ 1

0

ds

∫
Λ2

dxdy e2NV (eN(x− y))η̌(x− y)〈ξ, b̌xď
(s)

y ξ〉
∣∣∣

≤ CN1−α
∫

Λ2

dxdy e2NV (eN(x− y))‖(N+ + 1)1/2ξ‖

×
[
‖(N+ + 1)1/2ξ‖+ ‖ǎyξ‖+ ‖ǎxξ‖+N−1‖ǎxǎyN 1/2

+ ξ‖
]

≤ CN1−α‖(N+ + 1)1/2ξ‖2 + CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖ .

It follows that

|〈ξ, E (4)
13 〉| ≤ CN1/2−α‖V1/2

N ξ‖‖(N+ + 1)1/2ξ‖+ CN1−α‖(N+ + 1)1/2ξ‖2.

With (4.45), (4.46), (4.47), (4.48), we obtain

W1 =
1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r
(
bqb−q + h.c.

)
+

1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+rηq

(
1− N+

N

)(
1− N+ + 1

N

)
+ E (4)

1

(4.49)

where

|〈ξ, E (4)
1 ξ〉| ≤ CN1/2−α‖V1/2

N ξ‖‖(N+ + 1)1/2ξ‖+ CN1−α‖(N+ + 1)1/2ξ‖2 ,

Next, we control the term W2, from (4.39). In position space, we find

W2 =

∫
Λ2

dxdy e2NV (eN(x− y))

∫ 1

0

ds
(
e−sB b̌∗xb̌

∗
ye
sBa∗(η̌x)ǎy + h.c.

)
with η̌x(z) = η̌(x− z). By Cauchy-Schwarz, we have

|〈ξ,W2ξ〉| ≤
∫

Λ2

dxdy e2NV (eN(x− y))

∫ 1

0

ds

× ‖(N+ + 1)1/2e−sB b̌xb̌ye
sBξ‖‖(N+ + 1)−1/2a∗(η̌x)ǎyξ‖ .

With
‖(N+ + 1)−1/2a∗(η̌x)ǎyξ‖ ≤ C‖η‖‖ǎyξ‖ ≤ CN−α‖ǎyξ‖

and using Lemma 4.6, we obtain

|〈ξ,W2ξ〉| ≤ CN−α
∫

Λ2

dxdy e2NV (eN(x− y))‖ǎyξ‖

×
{
N‖(N+ + 1)1/2ξ‖+N‖ǎxξ‖+N‖ǎyξ‖+N1/2‖ǎxǎyξ‖

}
≤ CN1−α ‖(N+ + 1)1/2ξ‖2 + CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2

N ξ‖ .
(4.50)
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Also for the term W3 in (4.40), we switch to position space. We find

W3 =

∫
Λ2

dxdy e2NV (eN(x− y))

×
∫ 1

0

ds

∫ s

0

dτ
(
e−sB b̌∗xb̌

∗
ye
sB e−τBb∗(η̌x)b

∗(η̌y)e
τB + h.c.

)
.

and thus

|〈ξ,W3ξ〉| ≤
∫

Λ2

dxdy e2NV (eN(x− y))

∫ 1

0

ds

∫ s

0

dτ ‖(N+ + 1)1/2e−sB b̌xb̌ye
sBξ‖

× ‖(N+ + 1)−1/2e−τBb∗(η̌x) b
∗(η̌y)e

τBξ‖ .

With Lemma 2.2, we find

‖(N+ + 1)−1/2e−τBb∗(η̌x) b
∗(η̌y)e

τBξ‖ ≤ C‖η‖2‖(N+ + 1)1/2ξ‖ .

Using Lemma 4.6, we conclude that

|〈ξ,W3ξ〉| ≤ C‖η‖2

∫
Λ2

dxdy e2NV (eN(x− y))‖(N+ + 1)1/2ξ‖

×
{
N‖(N+ + 1)1/2ξ‖+N‖ǎxξ‖+N‖ǎyξ‖+N1/2‖ǎxǎyξ‖

}
≤ CN1−2α ‖(N+ + 1)1/2ξ‖2 + CN1/2−2α‖V1/2

N ξ‖‖(N+ + 1)1/2ξ‖.
(4.51)

The term W4 in (4.40) can be bounded similarly. In position space, we find

W4 =

∫
dxdy e2NV (eN(x− y))

×
∫ 1

0

ds

∫ s

0

dτ
(
e−sB b̌∗xb̌

∗
y e

sB e−τBb(η̌2
x)b̌ye

τB + h.c.
)

with η̌2 the function with Fourier coefficients η2
q , for q ∈ Λ∗, and where η̌2

x(y) :=

η̌2(x− y). Clearly ‖η̌2
x‖ ≤ C‖η̌‖2 ≤ CN−2α. With Cauchy-Schwarz and Lemma

2.2, we obtain

|〈ξ,W4ξ〉| ≤ CN−2α

∫ 1

0

ds

∫ s

0

dτ

∫
dxdy e2NV (eN(x− y))

× ‖(N+ + 1)1/2b̌y b̌xe
sBξ‖‖b̌yeτBξ‖ .

Applying Lemma 4.6 and then Lemma 2.2, we obtain

|〈ξ,W4ξ〉| ≤ CN−2α

∫ 1

0

ds

∫ s

0

dτ

∫
dxdy e2NV (eN(x− y))‖b̌yeτBξ‖

×
{
N‖(N+ + 1)1/2ξ‖+N‖ǎxξ‖+N‖ǎyξ‖+N1/2‖ǎxǎyξ‖

}
≤ CN1−2α‖(N+ + 1)1/2ξ‖2 + CN1/2−2α‖V1/2

N ξ‖‖(N+ + 1)1/2ξ‖ .
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From (4.49), (4.50), (4.51) and the last bound, we conclude that

G(4)
N,α = VN +

1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+r
(
bqb−q + h.c.

)
+

1

2

∑
q∈Λ∗+,r∈Λ∗:r 6=−q

V̂ (r/eN)ηq+rηq

(
1− N+

N

)(
1− N+ + 1

N

)
+ E (4)

N,α

where E (4)
N,α satisfies (4.38).

4.1.5 Proof of Proposition 2.11

With the results established in Subsections 4.1.1 - 4.1.4, we cam now show
Prop. 2.11. Propositions 4.1, 4.2, 4.3, 4.4, 4.5, imply that

GN,α =
V̂ (0)

2
(N +N+ − 1) (N −N+)

+
∑
p∈Λ∗+

ηp

[
p2ηp +NV̂ (p/eN) +

1

2

∑
r∈Λ∗
p+r 6=0

V̂ (r/eN)ηp+r

](N −N+

N

)(N −N+ − 1

N

)

+K +N
∑
p∈Λ∗+

V̂ (p/eN)a∗pap

(
1− N+

N

)
+
∑
p∈Λ∗+

[
p2ηp +

N

2
V̂ (p/eN) +

1

2

∑
r∈Λ∗: p+r 6=0

V̂ (r/eN)ηp+r

](
b∗pb
∗
−p + bpb−p

)
+
√
N

∑
p,q∈Λ∗+: p+q 6=0

V̂ (p/eN)
[
b∗p+qa

∗
−paq + h.c.

]
+ VN + E1

(4.52)

where

|〈ξ, E1ξ〉| ≤ CN1/2−α‖H1/2
N ξ‖‖(N+ + 1)1/2ξ‖+ CN1−α‖(N+ + 1)1/2ξ‖2

for any α > 1 and ξ ∈ F≤N+ . With (2.84), we find∑
p∈Λ∗+

ηp

[
p2ηp +NV̂ (p/eN) +

1

2

∑
r∈Λ∗: p+r 6=0

V̂ (r/eN)ηp+r

]
=
∑
p∈Λ∗+

ηp

[ N
2
V̂ (p/eN) +Ne2Nλ`χ̂`(p) + e2Nλ`

∑
q∈Λ∗

χ̂`(p− q)ηq −
1

2
V̂ (p/eN)η0

]
From Lemma 2.10 and estimating ‖χ̂`‖ = ‖χ`‖ ≤ CN−α, ‖η‖ ≤ CN−α and
‖χ̂` ∗ η‖ = ‖χ`η̌‖ ≤ ‖η̌‖ ≤ CN−α, we have∣∣∣Ne2Nλ`

∑
p∈Λ∗+

ηpχ̂`(p)
∣∣∣ ≤ CN2α‖χ̂`‖‖η‖ ≤ C,
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and ∣∣∣e2Nλ`
∑

p∈Λ∗+, q∈Λ∗

χ̂`(p− q)ηqηp
∣∣∣ ≤ CN2α−1‖χ̂` ∗ η‖‖η‖ ≤ CN−1.

Moreover, using (4.44) and the bound (2.85) we find∣∣∣1
2

∑
p∈Λ∗+

V̂ (p/eN)ηpη0

∣∣∣ ≤ CN1−2α .

We obtain∑
p∈Λ∗+

ηp

[
p2ηp +NV̂ (p/eN) +

1

2

∑
r∈Λ∗

p+r∈Λ∗+

V̂ (r/eN)ηp+r

](N −N+

N

)(N −N+ − 1

N

)

=
N

2

∑
p∈Λ∗+

V̂ (p/eN)ηp

(
N −N+

N

)(
N −N+ − 1

N

)
+ E2

with ±E2 ≤ C for all α ≥ 1/2. On the other hand, using (2.85) we have

N

2

∑
p∈Λ∗+

V̂ (p/eN)ηp =
N

2

(
V̂ (·/eN) ∗ η

)
(0)− N

2
V̂ (0)η0

=
N2

2

(∫
dxV (x)f`(x)− V̂ (0)

)
+ Ẽ2

with ±Ẽ2 ≤ CN1−2α. With the first bound in (2.90) we conclude that∑
p∈Λ∗+

ηp

[
p2ηp +NV̂ (p/eN) +

1

2

∑
r∈Λ∗

p+r∈Λ∗+

V̂ (r/eN)ηp+r

](N −N+

N

)(N −N+ − 1

N

)

=
1

2N

[
ω̂N(0)−NV̂ (0)

]
(N −N+ − 1) (N −N+) + E3

(4.53)

where ±E3 ≤ C, if α ≥ 1/2. Using (2.84), we can also handle the fourth line of
(4.52); we find∑
p∈Λ∗+

[
p2ηp +

N

2
V̂ (p/eN) +

1

2

∑
r∈Λ∗: p+r∈Λ∗+̂

V (r/eN)ηp+r

](
b∗pb
∗
−p + bpb−p

)
=
∑
p∈Λ∗+

[
Ne2Nλ`χ̂`(p) + e2Nλ`

∑
q∈Λ∗

χ̂`(p− q)ηq −
1

2
V̂ (p/eN)η0

](
b∗pb
∗
−p + bpb−p

)
.

(4.54)

The last two terms on the right hand side of (4.54) are error terms. With (2.85)
and (4.44) we have
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∣∣∣ ∑
p∈Λ∗+

V̂ (p/eN)η0

(
b∗pb
∗
−p + bpb−p

)∣∣∣
≤ CN−2α

[ ∑
p∈Λ∗+

|V̂ (p/eN)|2

p2

]1/2[ ∑
p∈Λ∗+

p2‖apξ‖2

]1/2

‖(N+ + 1)1/2ξ‖

≤ CN1/2−2α‖K1/2ξ‖‖(N+ + 1)1/2ξ‖ .

The second term on the right hand side of (4.54) can be bounded in position
space:∣∣∣〈ξ, e2Nλ`

∑
p∈Λ∗+

(χ̂` ∗ η)(p)(b∗pb
∗
−p + bpb−p)ξ〉

∣∣∣
≤ CN2α−1‖(N+ + 1)1/2ξ‖

∫
Λ2

dxdy χ`(x− y)|η̌(x− y)|‖(N+ + 1)−1/2b̌xb̌yξ‖

≤ CNα−1‖(N+ + 1)1/2ξ‖
[∫

Λ2

dxdy χ`(x− y)‖(N+ + 1)−1/2ǎxǎyξ‖2

]1/2

.

The term in parenthesis can be bounded similarly as in (4.62). Namely,∫
Λ2

dxdy χ`(x− y)‖(N+ + 1)−1/2ǎxǎyξ‖2 ≤ CqN−2α/q′‖K1/2ξ‖2

for any q > 2 and 1 < q′ < 2 with 1/q + 1/q′ = 1. Choosing q = logN , we get∣∣∣〈ξ, e2Nλ`
∑
p∈Λ∗+

(χ̂` ∗ η)(p)(b∗pb
∗
−p + bpb−p)ξ〉

∣∣∣
≤ CN−1(logN)1/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖ ,

and, from (4.54), we conclude that∑
p∈Λ∗+

[
p2ηp +

N

2
V̂ (p/eN) +

1

2

∑
r∈Λ∗:
p+r∈Λ∗+

V̂ (r/eN)ηp+r

](
b∗pb
∗
−p + bpb−p

)
=
∑
p∈Λ∗+

Ne2Nλ`χ̂`(p)
(
b∗pb
∗
−p + bpb−p

)
+ E4 ,

(4.55)

with
|〈ξ, E4ξ〉| ≤ CN−1(logN)1/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖

if α > 1. Combining (4.52) with (4.53) and (4.55), and using the definition (2.88)
we conclude that
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GN,α =
1

2
ω̂N(0)(N − 1)

(
1− N+

N

)
+
[
NV̂ (0)− 1

2
ω̂N(0)

]
N+

(
1− N+

N

)
+N

∑
p∈Λ∗+

V̂ (p/eN)a∗pap

(
1− N+

N

)
+

1

2

∑
p∈Λ∗+

ω̂N(p)(bpb−p + h.c. )

+
√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/eN)
[
b∗p+qa

∗
−paq + h.c.

]
+K + VN + E5 ,

(4.56)

with

|〈ξ, E5ξ〉| ≤ CN1/2−α‖H1/2
N ξ‖‖(N+ + 1)1/2ξ‖+ CN1−α‖(N+ + 1)1/2ξ‖2

+ CN−1(logN)1/2‖K1/2ξ‖‖(N+ + 1)1/2ξ‖+ C‖ξ‖2 ,

for any α > 1. Observing that |V̂ (p/eN) − V̂ (0)| ≤ C|p|e−N in the second line
on the r.h.s. of (4.56), we arrive at GN,α = Geff

N,α + EG, with Geff
N,α defined as in

(2.91) and with EG that satisfies (2.92).

4.2 Analysis of the cubically renormalized excitation Hamil-
tonian RN

In this section, we show Prop. 2.14, where we establish a lower bound for the
operator RN,α = e−AGeff

N,αe
A, with Geff

N,α as defined in (2.91) and with

A =
1√
N

∑
r,v∈Λ∗+

ηr
[
b∗r+va

∗
−rav − h.c.

]
. (4.57)

We decompose
Geff
N,α = ON +K + ZN + CN + VN (4.58)

with K and VN as in (2.87), and with

ON =
1

2
ω̂N(0)(N − 1)

(
1− N+

N

)
+
[
2NV̂ (0)− 1

2
ω̂N(0)

]
N+

(
1− N+

N

)
,

ZN =
1

2

∑
p∈Λ∗+

ω̂N(p)(bpb−p + h.c. )

CN =
√
N

∑
p,q∈Λ∗+:p+q 6=0

V̂ (p/eN)
[
b∗p+qa

∗
−paq + h.c.

]
.

(4.59)

We will analyze the conjugation of all terms on the r.h.s. of (4.58) in Subsections
4.2.2–4.2.6. The estimates emerging from these subsections will then be combined
in Subsection 4.2.6 to conclude the proof of Prop. 2.14. Throughout the section,
we will need Prop. 2.13 to control the growth of the expectation of the energy
HN = K+VN under the action of (4.57); the proof of Prop. 2.13 is contained in
Subsection 4.2.1.

In this section, we will always assume that V ∈ L3(R2) is compactly supported,
pointwise non-negative and spherically symmetric.
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4.2.1 A priori bounds on the energy

In this section, we show Prop. 2.13. To this end, we will need the following
proposition.

Proposition 4.7. Let VN and A be defined in (2.87) and (2.93) respectively.
Then, there exists a constant C > 0 such that

[VN , A] =
1

N1/2

∑
u,r,v∈Λ∗+
u6=−v

V̂ ((u− r)/eN)ηr
[
b∗u+va

∗
−uav + h.c.

]
+ δVN

where

|〈ξ, δVN ξ〉| ≤ C(logN)1/2N1/2−α‖H1/2
N ξ‖2 (4.60)

for any α > 0, for all ξ ∈ F≤N+ , and N ∈ N large enough.

Proof. We proceed as in [10, Prop. 8.1], computing [a∗p+ua
∗
qapaq+u, b

∗
r+va

∗
−rav].

We obtain

[VN , A] =
1

N1/2

∗∑
u∈Λ∗,r,v∈Λ∗+

V̂ ((u− r)/eN)ηrb
∗
u+va

∗
−uav + Θ1 + Θ2 + Θ3 + h.c.

with

Θ1 :=
1√
N

∗∑
u∈Λ∗

r,p,v∈Λ∗+

V̂ (u/eN)ηrb
∗
p+ua

∗
r+v−ua

∗
−rapav ,

Θ2 :=
1√
N

∗∑
u∈Λ∗

p,r,v∈Λ∗+

V̂ (u/eN)ηrb
∗
r+va

∗
p+ua

∗
−r−uapav ,

Θ3 := − 1√
N

∗∑
u∈Λ∗,p,r,v∈Λ∗+

V̂ (u/eN)ηrb
∗
r+va

∗
−ra

∗
p+uapav+u .

(4.61)

and with
∑∗ running over all momenta, except choices for which the argument

of a creation or annihilation operator vanishes. We conclude that δVN = Θ1 +
Θ2 + Θ3 + h.c. Next, we show that each error term Θj, with j = 1, 2, 3, satisfies
(4.60). To bound Θ1 we switch to position space and apply Cauchy-Schwarz.
We find

|〈ξ,Θ1ξ〉| ≤
1√
N

∫
Λ2

dxdy e2NV (eN(x− y))‖ǎ(η̌y)ǎyǎxξ‖‖ǎyǎxξ‖

≤ C‖η‖
∫

Λ2

dxdy e2NV (eN(x− y))‖ǎyǎxξ‖2

≤CN−α‖V1/2
N ξ‖2 ,
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for any ξ ∈ F≤N+ The term Θ3 can be controlled similarly. We find

|〈ξ,Θ3ξ〉| =
∣∣∣∣ 1√
N

∫
Λ2

dxdy e2NV (eN(x− y))〈ξ, b̌∗xǎ∗(η̌x)ǎ∗yǎxǎyξ〉
∣∣∣∣

≤ CN−α‖V1/2
N ξ‖2 .

It remains to bound the term Θ2 on the r.h.s. of (4.61). Passing to position
space we obtain, by Cauchy-Schwarz,

|〈ξ,Θ2ξ〉| =
∣∣∣∣ 1√
N

∫
Λ3

dxdydz e2NV (eN(y − z))η̌(x− z)〈ξ, b̌∗xǎ∗yǎ∗zǎxǎyξ〉
∣∣∣∣

≤ CN−1/2

∫
Λ3

dxdydz e2NV (eN(y − z))|η̌(x− z)|‖ǎxǎyǎzξ‖‖ǎxǎyξ‖

≤ CN−1/2‖V1/2
N N

1/2
+ ξ‖

[∫
Λ3

dxdydz e2NV (eN(y − z))|η̌(x− z)|2‖ǎxǎyξ‖2

]1/2

,

To bound the term in the square bracket, we write it in first quantized form
and, for any 2 < q <∞, we apply Hölder inequality and the Sobolev inequality
‖u‖q ≤ C

√
q ‖u‖H1 -derived from [45, Theorem 8.5.ii)]- to estimate (denoting by

1 < q′ < 2 the dual index to q),

N∑
n=2

n∑
i<j

∫ [
e2NV (eN ·) ∗ |η̌|2

]
(xi − xj) |ξ(n)(x1, . . . , xn)|2dx1 . . . dxn

≤ Cq‖e2NV (eN ·) ∗ |η̌|2‖q′

×
N∑
n=2

n
n∑
i=1

∫ [
|∇xiξ

(n)(x1, . . . , xn)|2 + |ξ(n)(x1, . . . , xn)|2
]
dx1 . . . dxn

≤ Cq‖η̌‖2
2q′‖(K +N+)1/2N 1/2

+ ξ‖2.

(4.62)

With the bounds (2.78), (2.79),

‖η̌‖2
2q′ ≤ ‖η̌‖

2/q′

2 ‖η̌‖2(q′−1)/q′

∞ ≤ N−2α/q′N2(q′−1)/q′

we conclude that

|〈ξ,Θ2ξ〉| ≤ Cq1/2N−1/2N−α/q
′
N1/q‖V1/2

N N
1/2
+ ξ‖‖(K +N+)1/2N 1/2

+ ξ‖
≤ Cq1/2N1/2N−α/q

′
N1/q‖V1/2

N ξ‖‖K1/2ξ‖

for any 2 < q <∞, if 1/q + 1/q′ = 1. Choosing q = logN , we obtain that

|〈ξ,Θ2ξ〉| ≤ C(logN)1/2N1/2−α‖H1/2
N ξ‖2 .

Using Prop. 4.7, we can now show Proposition 2.13.
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Proof of Prop. 2.13. The proof follows a strategy similar to [10, Lemma 8.2].
For fixed ξ ∈ F≤N+ and s ∈ [0; 1], we define

fξ(s) := 〈ξ, e−sAHNe
sAξ〉 .

We compute

f ′ξ(s) = 〈ξ, e−sA[K, A]esAξ〉+ 〈ξ, e−sA[VN , A]esAξ〉 . (4.63)

With Prop. 4.7, we have

[VN , A] =
1√
N

∑
u,v∈Λ∗+,u6=−v

(V̂ (·/eN) ∗ η)(u)
[
b∗u+va

∗
−uav + h.c.

]
+ δVN

with δVN satisfying (4.60). Switching to position space and using Prop. 2.12 we
find , using (2.78) to bound ‖η̌‖∞ ≤ CN ,∣∣∣∣ 1√

N

∑
u,v∈Λ∗+

(V̂ (·/eN) ∗ η)(u)〈ξ, e−sAb∗u+va
∗
−uave

sAξ〉
∣∣∣∣

=

∣∣∣∣ 1√
N

∫
Λ2

dxdy e2NV (eN(x− y))η̌(x− y)〈ξ, e−sAǎ∗xǎ∗yǎyesAξ〉
∣∣∣∣

≤ N1/2

[ ∫
Λ2

dxdy e2NV (eN(x− y))‖ǎxǎyesAξ‖2

]1/2

×
[ ∫

Λ2

dxdy e2NV (eN(x− y))‖ǎyesAξ‖2

]1/2

≤ CN1/2‖V1/2
N esAξ‖‖N 1/2

+ esAξ‖

(4.64)

Together with (4.60) we conclude that for any α > 1/2∣∣∣〈ξ, e−sA[VN , A]esAξ〉
∣∣∣ ≤ C〈ξ, e−sAHNe

sAξ〉+ CN〈ξ, e−sA(N+ + 1)esAξ〉 (4.65)

if N is large enough. Next, we analyze the first term on the r.h.s. of (4.63). We
compute

[K, A] =
1√
N

∑
r,v∈Λ∗+

2r2ηr
[
b∗r+va

∗
−rav + h.c.

]
+

2√
N

∑
r,v∈Λ∗+

r · v ηr
[
b∗r+va

∗
−rav + h.c.

]
=: T1 + T2 .

(4.66)

With (2.84), we write

T1 = −
√
N
∑
r,v∈Λ∗+
r 6=−v

(V̂ (·/eN) ∗ f̂N,`)(r)
[
b∗r+va

∗
−rav + h.c.

]
+ 2
√
N
∑
r,v∈Λ∗+

e2Nλ`(χ̂` ∗ f̂N,`)(r)
[
b∗r+va

∗
−rav + h.c.

]
=: T11 + T12 .

(4.67)

129



Analysis of the Renormalized Gross - Pitaevskii Hamiltonian

The contribution of T11 can be estimated similarly as in (4.64); switching to
position space and using (2.73), we obtain∣∣〈ξ1,T11 ξ2〉

∣∣ ≤ C
√
N

∫
dxdye2NV (eN(x− y))f`(e

N(x− y))‖ǎxǎyξ‖‖ayξ‖

≤ C
√
N
[ ∫

dxdye2NV (eN(x− y))‖ǎxǎyξ‖2
]1/2

×
[ ∫

dxdye2NV (eN(x− y))f`(e
N(x− y))‖ayξ‖2

]1/2

≤ C‖V1/2
N ξ‖‖N 1/2

+ ξ‖ .
(4.68)

for any ξ ∈ F≤N+ . The second term in (4.67) can be controlled using that for any
ξ ∈ F≤N+ and 2 ≤ q <∞ we have

N2α

∫
Λ2

dxdy χ(|x− y| ≤ N−α)‖ǎxǎyξ‖‖ǎxξ‖

≤ N2α

∫
Λ2

dx‖ǎxξ‖
(∫

dy χ(|x− y| ≤ N−α)

)1−1/q (∫
dy‖ǎxǎyξ‖q

)1/q

≤ CN2α/qq1/2

[∫
dx‖ǎxξ‖2

]1/2 [∫
dxdy‖ǎx∇yǎyξ‖2 +

∫
dxdy‖ǎxǎyξ‖2

]1/2

≤ CN2α/qq1/2‖(N+ + 1)1/2ξ‖
[
‖K1/2(N+ + 1)1/2ξ‖+ ‖(N+ + 1)ξ‖

]
.

(4.69)

Hence, choosing q = logN ,∣∣〈ξ,T12ξ〉
∣∣

=
∣∣∣√Ne2Nλ`

∫
Λ2

dxdy χ(|x− y| ≤ N−α)fN,`(x− y)
〈
ξ, b̌∗xǎ

∗
yǎxξ

〉∣∣∣
≤ CN2α−1/2

∫
Λ2

dxdy χ(|x− y| ≤ N−α)‖ǎxǎyξ‖‖ǎxξ‖

≤ C(logN)1/2‖(N+ + 1)1/2ξ‖
[
‖K1/2ξ‖+ ‖(N+ + 1)1/2ξ‖

]
,

(4.70)

With (4.68) and (4.70) we conclude that

|〈ξ, e−AT1e
Aξ〉| ≤ C(logN)1/2‖(HN + 1)1/2esAξ‖‖(N+ + 1)1/2esAξ‖ . (4.71)

for all ξ ∈ F≤N+ . As for the second term on the r.h.s. of (4.66) we have∣∣〈ξ,T2ξ〉
∣∣

≤ C√
N

[ ∑
r∈Λ∗+

|r|2‖N 1/2
+ a−rξ‖2

]1/2[ ∑
r,v∈Λ∗+

|v|2η2
r‖avξ‖2

]1/2

≤ CN−α‖K1/2ξ‖2.

(4.72)

for any ξ ∈ F≤N+ . With (4.71) and Prop. 2.12, we conclude that

|〈ξ, e−sA[K, A]esAξ〉| ≤ C〈ξ, e−sAHNe
sAξ〉+ C logN〈ξ, e−sAN+e

sAξ〉 .
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Combining with Eq. (4.65) we obtain

|〈ξ, e−sA[HN , A]esAξ〉| ≤ C〈ξ, e−sAHNe
sAξ〉+ CN〈ξ, e−sAN+e

sAξ〉 .

With Prop. 2.12 we obtain the differential inequality

|f ′ξ(s)| ≤ Cfξ(s) + CN〈ξ, (N+ + 1)ξ〉 .

By Gronwall’s Lemma, we find (2.94).

4.2.2 Analysis of e−AONeA

In this section we study the contribution to RN,α arising from the operator
ON , defined in (4.59). To this end, it is convenient to use the following lemma.

Lemma 4.8. Let A be defined in (2.93). Then, there exists a constant C > 0
such that ∑

p∈Λ∗+

Fp e
−Aa∗pape

A =
∑
p∈Λ∗+

Fp a
∗
pap + EF

where
|
〈
ξ1, EF ξ2

〉
| ≤ CN−α‖F‖∞‖(N+ + 1)1/2ξ1‖‖(N+ + 1)1/2ξ2‖

for all α > 0, ξ1, ξ2 ∈ F≤N+ , F ∈ `∞(Λ∗+), and N ∈ N large enough.

Proof. The lemma is analogous to [10, Lemma 8.6]. We estimate∣∣∣ ∑
p∈Λ∗+

Fp(〈ξ1, e
−Aa∗pape

Aξ2〉 − 〈ξ1, a
∗
papξ2〉)

∣∣∣
=
∣∣∣ ∫ 1

0

ds
∑
p∈Λ∗+

Fp〈ξ1, e
−sA[a∗pap, A]esAξ2〉

∣∣∣
≤ 1√

N

∫ 1

0

ds
∑
r,v∈Λ∗+

|Fr+v + F−r − Fv||ηr||〈esAξ1, b
∗
r+va

∗
−rave

sAξ2〉|

≤ C‖η‖‖F‖∞‖(N+ + 1)1/2ξ1‖‖(N+ + 1)1/2ξ2‖ .

where we used Prop. 2.12.

We consider now the action of eA on the operator ON , as defined in (4.59).

Proposition 4.9. Let A be defined in (2.93). Then there exists a constant C > 0
such that

e−AONeA =
1

2
ω̂N(0)(N−1)

(
1− N+

N

)
+
[
2NV̂ (0)−1

2
ω̂N(0)

]
N+(1−N+/N)+δON

where
±δON ≤ CN1−α(N+ + 1)

for all α > 0, and N ∈ N large enough.
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Proof. The proof is very similar to [10, Prop. 8.7]. First of all, with Lemma 4.8
we can bound

±
{
e−A

[
1

2
ω̂N(0)(N − 1)

(
1− N+

N

)
+
[
2NV̂ (0)− 1

2
ω̂N(0)

]
N+

]
eA

−
[

1

2
ω̂N(0)(N − 1)

(
1− N+

N

)
+
[
2NV̂ (0)− 1

2
ω̂N(0)

]
N+

]}
≤ CN1−α(N+ + 1) .

Moreover, for the contribution quadratic in N+, we can decompose〈
ξ,
[
e−AN 2

+e
A −N 2

+

]
ξ
〉

=
〈
ξ1,
[
e−AN+e

A −N+

]
ξ
〉

+
〈
ξ,
[
e−AN+e

A −N+

]
ξ2

〉
with ξ1 = e−AN+e

Aξ and ξ2 = N+ξ, and estimate, again with Lemma 4.8,∣∣〈ξ, [e−AN 2
+e

A −N 2
+

]
ξ
〉∣∣

≤ CN−α‖(N+ + 1)1/2ξ‖
[
‖(N+ + 1)1/2ξ1‖+ ‖(N+ + 1)1/2ξ2‖

]
.

With Prop. 2.12, we have ‖(N+ + 1)1/2ξ1‖ ≤ C‖(N+ + 1)3/2ξ‖.

4.2.3 Contributions from e−AKeA

In Section 4.2.6 we will analyse the contributions to RN,α arising from con-
jugation of the kinetic energy operator K =

∑
p∈Λ∗+

p2a∗pap. To this aim we will

exploit properties of the commutator [K, A], collected in the following proposi-
tion.

Proposition 4.10. Let A be defined as in (2.93) and ω̂N(r) be defined in (2.88).
Then there exists a constant C > 0 such that

[K, A] = −
√
N

∑
p,q∈Λ∗+,p 6=−q

(V̂ (·/eN) ∗ f̂N,`)(p)(b∗p+qa∗−paq + h.c. )

+
1√
N

∑
p,q∈Λ∗+,p 6=−q

ω̂N(p)
[
b∗p+qa

∗
−paq + h.c.

]
+ δK

where ∣∣〈ξ, δKξ〉∣∣ ≤ CN−1(logN)1/2‖K1/2ξ‖‖N 1/2
+ ξ‖+ CN−α‖K1/2ξ‖2 (4.73)

for all α > 1, ξ ∈ F≤N+ , and N ∈ N large enough. Moreover, the operator

∆K =
1√
N

∑
p,q∈Λ∗+,p 6=−q

ω̂N(p)
[
b∗p+qa

∗
−paq, A

]
satisfies∣∣〈ξ,∆Kξ〉∣∣ ≤ CN−α(logN)1/2‖K1/2ξ‖2 + CN−1‖(N+ + 1)1/2ξ‖2 (4.74)

for all α > 1, ξ ∈ F≤N+ , and N ∈ N large enough.
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Proof. To show (4.73) we recall from Eqs. (4.66), (4.67) that

[K, A] = −
√
N
∑
r,v∈Λ∗+
r 6=−v

(V̂ (·/eN) ∗ f̂N,`)(r)
[
b∗r+va

∗
−rav + h.c.

]
+ 2
√
N
∑
r,v∈Λ∗+

e2Nλ`(χ̂` ∗ f̂N,`)(r)
[
b∗r+va

∗
−rav + h.c.

]
+

2√
N

∑
r,v∈Λ∗+

r · v ηr
[
b∗r+va

∗
−rav + h.c.

]
= T11 + T12 + T2 .

with T2 satisfying (4.72). Using the definition ω̂N(p) = 2Ne2Nλ`χ̂`(p) we write

T12 =
1√
N

∑
p,q∈Λ∗+,p 6=−q

ω̂N(p)
[
b∗p+qa

∗
−paq + h.c.

]
+

2√
N
e2Nλ`

∑
p,q∈Λ∗+,p 6=−q

(χ̂` ∗ η)(p)
[
b∗p+qa

∗
−paq + h.c.

]
= T121 + T122.

Hence, δK = T2 + T122. To bound T122 we switch to position space:

|〈ξ,T122ξ〉|

≤ CN2α−3/2

∫
Λ2

χ`(x− y)η̌(x− y)‖ǎxǎyξ‖‖ǎxξ‖

≤ CN2α−3/2

[∫
Λ2

χ`(x− y)‖ǎxǎyξ‖2dxdy

]1/2 [∫
Λ2

|η̌(x− y)|2‖ǎxξ‖2dxdy

]1/2

≤ CNα−3/2‖N 1/2
+ ξ‖

[∫
Λ2

χ`(x− y)‖ǎxǎyξ‖2dxdy

]1/2

.

To bound the term in the parenthesis, we proceed similarly as in (4.62). We find∫
Λ2

χ`(x− y)‖ǎxǎyξ‖2dxdy ≤ Cq‖χ`‖q′‖K1/2N 1/2
+ ξ‖2 ≤ CqN1−2α/q′‖K1/2ξ‖2

for any q > 2 and 1 < q′ < 2 with 1/q+1/q′ = 1. Choosing q = logN , we obtain

|〈ξ,T122ξ〉| ≤ CN−1(logN)1/2‖N 1/2
+ ξ‖‖K1/2ξ‖

With (4.72), this implies (4.73).

Let us now focus on (4.74). We have

1√
N

∑
p,q∈Λ∗+,p 6=−q

ω̂N(p)
[
b∗p+qa

∗
−paq, A

]
=

1

N

∑
r,p,q,v∈Λ∗+,
p 6=−q,r 6=−v

ω̂N(p)ηr
[
b∗p+qa

∗
−paq, b

∗
r+va

∗
−rav − a∗va−rbr+v

]
.
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With the commutators from the proof of Prop. 8.8 in [10], we arrive at

1√
N

∑
p,q∈Λ∗+,p 6=−q

ω̂N(p)
[
b∗p+qa

∗
−paq, A

]
+ h.c. =

12∑
j=1

Υj + h.c.

where

Υ1 := − 1

N

∑
q,r,v∈Λ∗+,
q 6=v,r 6=−v

(
ω̂N(v − q) + ω̂N(v)

)
ηrb
∗
r+vb

∗
−ra

∗
q−vaq ,

Υ2 :=
1

N

∑
q,r,v∈Λ∗+,
r 6=−v,r 6=−q

ω̂N(r + q)ηr(1−N+/N)a∗va
∗
r+qaqar+v ,

Υ3 :=
1

N

∑
r,v∈Λ∗+ ,
r 6=−v

(
ω̂N(r + v) + ω̂N(r)

)
ηr(1−N+/N)a∗vav,

Υ4 :=
1

N

∑
q,r,v∈Λ∗+ ,
q 6=v,r 6=−v

ω̂N(r + v − q)ηr(1−N+/N)a∗va
∗
q−r−va−raq,

Υ5 := − 1

N2

∑
p,q,r,v∈Λ∗+,
p 6=−q,r 6=−v

ω̂N(p)ηra
∗
va
∗
p+qa

∗
−pa−rar+vaq ,

Υ6 := − 1

N2

∑
q,r,v∈Λ∗+,
q 6=r+v

ω̂N(r + v)ηra
∗
va
∗
q−r−va−raq,

Υ7 := − 1

N2

∑
q,r,v∈Λ∗+,
q 6=−r,r 6=−v

ω̂N(r)ηra
∗
va
∗
q+rar+vaq ,

Υ8 :=
1

N

∑
r,v,p∈Λ∗+,
p 6=−r−v

ω̂N(p)ηrb
∗
p+r+vb

∗
−pa

∗
−rav ,

Υ9 :=
1

N

∑
p,r,v∈Λ∗+,
p6=r,r 6=−v

ω̂N(p)ηrb
∗
p−rb

∗
r+va

∗
−pav ,

Υ10 :=
1

N

∑
q,r,v∈Λ∗+,
q 6=−r,r 6=−v

ω̂N(r)ηrb
∗
q+ra

∗
vaqbr+v ,

Υ11 := − 1

N

∑
p,r,v∈Λ∗+,
p 6=−v,r 6=−v

ω̂N(p)ηrb
∗
p+va

∗
−pa−rbr+v ,

Υ12 :=
1

N

∑
q,r,v∈Λ∗+
r 6=q−v,−v

ω̂N(r + v)ηrb
∗
q−r−va

∗
va−rbq .

(4.75)

To conclude the proof of Prop. 4.10, we show that all operators in (4.75)
satisfy (4.74). To study all these terms it is convenient to switch to position
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space. We recall that ω̂N(p) = gN χ̂(`p) with |gN | ≤ C and ` = N−α. Using
(4.69) we find:∣∣〈ξ,Υ1ξ〉

∣∣ ≤ CN2α−1

∫
Λ2

dxdy χ`(x− y)‖b̌(η̌x)b̌xǎyξ‖ [‖ǎxξ‖+ ‖ǎyξ‖]

≤ CN2α−1‖η‖
∫

Λ2

dxdy χ`(x− y)‖b̌xǎy(N+ + 1)1/2ξ‖‖ǎxξ‖

≤ CN−α(logN)1/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖ .

The expectation of Υ2 is bounded following the same strategy used to show
(4.69). For any 2 ≤ q <∞ we have∣∣〈ξ,Υ2ξ〉

∣∣
≤ CN2α−1

∫
Λ3

dxdydzχ`(z − y)|η̌(z − x)|‖ǎxǎyξ‖‖ǎzǎxξ‖

≤ CN2α−1

∫
Λ2

dxdz|η̌(z − x)|‖ǎzǎxξ‖

×
(∫

Λ

dy χ(|z − y| ≤ N−α)

)1−1/q (∫
Λ

dy‖ǎxǎyξ‖q
)1/q

≤ Cq1/2N2α/q−1‖η‖‖(N+ + 1)ξ‖
[∫

Λ2

dxdy‖ǎx∇yǎyξ‖2 +

∫
Λ2

dxdy‖ǎxǎyξ‖2

]1/2

≤ CN−α(logN)1/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖ ,

where in the last line we chose q = logN . The term Υ3 is of lower order;
using that

∣∣∑
r ω̂N(r)ηr

∣∣ ≤ ‖χ̂(./Nα)‖2‖η‖2 ≤ C and Cauchy-Schwarz, we easily
obtain ∣∣〈ξ,Υ3ξ〉

∣∣ ≤ CN−1‖(N+ + 1)1/2ξ‖2 .

The term Υ4 can be estimated as Υ1 using (4.69):∣∣〈ξ,Υ4ξ〉
∣∣ ≤ CN2α−1

∫
Λ2

dxdy χ`(x− y)‖ǎxǎyξ‖‖ǎ(η̌y)ǎyξ‖

≤ CN2α−1‖η‖
∫

Λ2

dxdy χ`(x− y)‖ǎxǎyξ‖‖ǎy(N+ + 1)1/2ξ‖

≤ CN−α(logN)1/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖ .

The term Υ5 is bounded similarly to Υ2; with q = logN we have∣∣〈ξ,Υ5ξ〉
∣∣ ≤ CN2α−2‖η‖

∫
Λ3

dxdydz χ`(y − z)‖ǎxǎyǎzξ‖‖N 1/2
+ ǎxǎyξ‖

≤ CN2α−3/2‖η‖
∫

Λ2

dxdy ‖ǎxǎyξ‖

×
(∫

Λ

dz χ(|y − z| ≤ N−α)

)1−1/q (∫
Λ

dz ‖ǎxǎyǎzξ‖q
)1/q

≤ CN−α(logN)1/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖ .
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The terms Υ6 and Υ7 are of smaller order and can be bounded with Cauchy-
Schwarz; we have∣∣〈ξ,Υ6ξ〉

∣∣ ≤ CN2α−2

∫
Λ2

dxdydz χ`(x− y)‖ǎxǎyξ‖‖ǎ(η̌x)ǎyξ‖

≤ CNα−3/2

(∫
Λ2

dxdy ‖ǎxǎyξ‖2

)1/2(∫
Λ2

dxdy χ(|x− y| ≤ N−α)‖ǎyξ‖2

)1/2

≤ CN−1‖(N+ + 1)1/2ξ‖2 ,

and ∣∣〈ξ,Υ7ξ〉
∣∣ ≤ CN2α−2

∫
Λ3

dxdydz χ`(y − z)|η̌(z − x)|‖ǎxǎyξ‖2

≤ CN2α−2

(∫
Λ3

dxdydz χ`(y − z)‖ǎxǎyξ‖2

)1/2

×
(∫

Λ3

dxdydz |η̌(z − x)|2‖ǎxǎyξ‖2

)1/2

≤ CN−1‖(N+ + 1)1/2ξ‖2 .

The terms Υ8,Υ11,Υ12 are again bounded, as Υ1, using (4.69). We find∣∣〈ξ, (Υ8 + Υ11 + Υ12

)
ξ〉
∣∣ ≤ CN2α−1‖η‖

∫
Λ2

dxdy χ`(x− y)‖N 1/2
+ ǎxǎyξ‖‖ǎxξ‖

≤ CN−α(logN)1/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖ .

It remains to bound Υ9 and Υ10. The term Υ9 is bounded analogously to Υ2:∣∣〈ξ,Υ9ξ〉
∣∣

≤ CN2α−1

∫
Λ3

dxdydz χ`(x− z)|η̌(x− y)|‖ǎxǎyǎzξ‖‖ǎyξ‖

≤ CN2α−1

∫
Λ2

dxdy |η̌(x− y)|‖ǎyξ‖
(∫

Λ

dz χ(|y − z| ≤ N−α)

)1−1/q

×
(∫

Λ

dz ‖ǎxǎyǎzξ‖q
)1/q

≤ Cq1/2N2α/q−1

[∫
Λ2

dxdy |η̌(x− y)|2‖ǎyξ‖2

]1/2 [∫
Λ3

dxdy
∥∥∥‖ǎxǎyǎzξ‖∥∥∥2

Lqz

]1/2

≤ CN−α(logN)1/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖ .

As for Υ10, we find∣∣〈ξ,Υ10ξ〉
∣∣ ≤ CN2α−1

∫
Λ3

dxdydz χ`(y − z)|η̌(x− z)|‖ǎxǎyξ‖2

Proceeding as in (4.62), we obtain∣∣〈ξ,Υ10ξ〉
∣∣ ≤ CqN2α‖χ` ∗ |η̌|‖q′‖K1/2ξ‖2 ≤ Cq‖η̌‖q′‖K1/2ξ‖2

136



Analysis of the Renormalized Gross - Pitaevskii Hamiltonian

for any q > 2, and q′ < 2 with 1/q + 1/q′ = 1. Since, for an arbitrary q′ < 2,
‖η̌‖q′ ≤ ‖η̌‖2 = ‖η‖2 ≤ N−α, we obtain∣∣〈ξ,Υ10ξ〉

∣∣ ≤ CN−α‖K1/2ξ‖2

We conclude that for any α > 1

∣∣〈ξ, 12∑
j=1

Υiξ〉
∣∣ ≤ CN−α(logN)1/2 ‖(K + 1)1/2ξ‖2 + CN−1‖(N+ + 1)1/2ξ‖2 .

4.2.4 Analysis of e−AZNeA

In this subsection, we consider contributions toRN,α arising from conjugation
of ZN , as defined in (4.59).

Proposition 4.11. Let A be defined in (2.93). Then, there exists a constant
C > 0 such that

eAZNe−A =
1

2

∑
p∈Λ∗+

ω̂N(p)
(
b∗pb
∗
−p + bpb−p

)
+ δZN

where
±δZN ≤ CN1−α(HN + 1)

for all α > 0, and N ∈ N large enough.

Proof. We have

1

2

∑
p∈Λ∗+

ω̂N(p)
[
e−A
(
b∗pb
∗
−p + bpb−p

)
eA −

(
b∗pb
∗
−p + bpb−p

)]
=

1

2

∫ 1

0

ds
∑
p∈Λ∗+

ω̂N(p) e−sA
[
b∗pb
∗
−p + bpb−p, A

]
esA.

(4.76)

We compute

1

2

∑
p∈Λ∗+

ω̂N(p)
[
b∗pb
∗
−p, b

∗
r+va

∗
−rav − a∗va−rbr+v

]
= − ω̂N(v)b∗r+vb

∗
−vb
∗
−r + ω̂N(r)b∗v

(
b∗rbr+v −

2

N
a∗rar+v

)
+ ω̂N(r + v)

(
1− N+

N

)
b∗−r−va

∗
va−r −

1

N

∑
p∈Λ∗

ω̂N(p)b∗pa
∗
−pa

∗
va−rar+v.

(4.77)

With (4.77) we write

1

2

∑
p∈Λ∗

ω̂N(p)
[
b∗pb
∗
−p + bpb−p, A

]
=

4∑
j=1

Πj + h.c.
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with

Π1 = − 1√
N

∑
r,v∈Λ∗+
r 6=−v

ω̂N(v)ηrb
∗
r+vb

∗
−vb
∗
−r ,

Π2 =
1√
N

∑
r,v∈Λ∗+:
r 6=−v

ω̂N(r)ηrb
∗
v

(
b∗rbr+v −

2

N
a∗rar+v

)
,

Π3 =
1√
N

∑
r,v∈Λ∗+
r 6=−v

ω̂N(r + v)ηr

(
1− N+

N

)
b∗−r−va

∗
va−r ,

Π4 = − 1

N3/2

∑
r,v,p∈Λ∗+:
r 6=−v

ω̂N(p)ηrb
∗
pa
∗
−pa

∗
va−rar+v .

To bound the first term, we observe, with (2.101),

|〈ξ,Π1ξ〉| ≤
‖η‖√
N
‖K1/2N 1/2

+ ξ‖‖(N+ + 1)1/2ξ‖

∑
v∈Λ∗+

|ω̂N(v)|2

v2

1/2

≤ CN−α(logN)1/2‖K1/2ξ‖‖(N+ + 1)1/2ξ‖ .

The term Π3 can be bounded similarly to Π1, with (2.101). We find∣∣〈ξ,Π3ξ〉
∣∣ ≤ CN−α(logN)1/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖ .

With |ω̂N(r)| ≤ C, we similarly obtain

|〈ξ,Π2ξ〉| ≤ N−1/2‖η‖‖K1/2N 1/2
+ ξ‖‖(N+ + 1)1/2ξ‖

≤ CN−α‖K1/2ξ‖‖(N+ + 1)1/2ξ‖ .

Finally, we estimate, using again (2.101),∣∣〈ξ,Π4ξ〉
∣∣ ≤ N−3/2

( ∑
r,v,p∈Λ∗+

p2|ηr|2‖a−pav(N+ + 1)1/2ξ‖2
)1/2

×
( ∑
r,v,p∈Λ∗+

|ω̂N(p)|2

p2
‖a−rar+vξ‖2

)1/2

≤ CN−3/2‖η‖(logN)1/2‖K1/2(N+ + 1)ξ‖‖(N+ + 1)ξ‖
≤ CN−α(logN)1/2‖K1/2ξ‖‖(N+ + 1)1/2ξ‖ .

With (4.76), we conclude that∣∣∣∣12 ∑
p∈Λ∗

ω̂N(p)
[
〈ξ, e−A

(
b∗pb
∗
−p + bpb−p

)
eAξ〉 − 〈ξ,

(
b∗pb
∗
−p + bpb−p

)
ξ〉
]∣∣∣∣

≤ CN−α(logN)1/2

∫ 1

0

ds ‖K1/2esAξ‖‖(N+ + 1)1/2esAξ‖ .
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With Prop. 2.12, Lemma 2.13, we conclude that∣∣∣∣∣12 ∑
p∈Λ∗

ω̂N(p)
[
〈ξ, e−A

(
b∗pb
∗
−p + bpb−p

)
eAξ〉 − 〈ξ,

(
b∗pb
∗
−p + bpb−p

)
ξ〉
]∣∣∣∣∣

≤ CN−α(logN)1/2
[
‖H1/2

N ξ‖+N1/2‖N 1/2
+ ξ‖

]
‖(N+ + 1)1/2ξ‖

≤ CN1−α‖(HN + 1)1/2ξ‖2 .

4.2.5 Contributions from e−ACNeA

In Section 4.2.6 we will analyse the contributions to RN,α arising from conju-
gation of the cubic operator CN defined in (4.59). To this aim we will need some
properties of the commutator [CN , A], as established in the following proposition.

Proposition 4.12. Let A be defined in (2.93). Then, there exists a constant
C > 0 such that[

CN , A
]

= 2
∑
r,v∈Λ∗+

[
V̂ (r/eN)ηr + V̂ ((r + v)/eN)ηr

]
a∗vav

(
1− N+

N

)
+ δCN

where

|〈ξ, δCN ξ〉| ≤ CN3/2−α‖H1/2
N ξ‖‖(N+ + 1)1/2ξ‖ (4.78)

for all α > 0, ξ ∈ F≤N+ , and N ∈ N large enough.

Proof. We consider the commutator[
CN , A

]
=

∑
p,q∈Λ∗+:p+q 6=0

r,v∈Λ∗+

V̂ (p/eN)ηr
[
b∗p+qa

∗
−paq, b

∗
r+va

∗
−rav − a∗va−rbr+v

]
+ h.c. .

As in the proof of Prop. 4.10, we use the commutators from the proof of Prop.
8.8 in [10] to conclude that

[
CN , A

]
= 2

∑
r,v∈Λ∗+

[
V̂ (r/eN)ηr + V̂ ((r + v)/eN)ηr

]
a∗vav

N −N+

N
+

12∑
j=1

(Ξj + h.c. )

where

Ξ1 := −
∑

r,v,p∈Λ∗+,
p6=v

V̂ (p/eN)ηrb
∗
r+vb

∗
−ra

∗
−pav−p,

Ξ2 :=
∑

r,v,p∈Λ∗+
r 6=−p

V̂ (p/eN)ηr(1−N+/N)a∗va
∗
−pa−r−par+v,

Ξ3 :=
∑

r,v,p∈Λ∗+:
r+v 6=p

V̂ (p/eN)ηr(1−N+/N)a∗va
∗
−pa−rar+v−p,
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as well as

Ξ4 := − 1

N

∑
r,v,p,q∈Λ∗+:p+q 6=0

V̂ (p/eN)ηra
∗
va
∗
p+qa

∗
−pa−rar+vaq,

Ξ5 := − 1

N

∑
r,v,q∈Λ∗+:
r+v 6=q

V̂ ((r + v)/eN)ηra
∗
va
∗
q−r−va−raq,

Ξ6 := − 1

N

∑
r,v,q∈Λ∗+:
r 6=−q

V̂ (r/eN)ηra
∗
va
∗
q+rar+vaq

Ξ7 :=
∑

r,v,p∈Λ∗+:
r+v 6=−p

V̂ (p/eN)ηrb
∗
p+r+vb

∗
−pa

∗
−rav,

Ξ8 :=
∑

r,v,p∈Λ∗+:
r 6=−p

V̂ (p/eN)ηrb
∗
p−rb

∗
r+va

∗
−pav,

Ξ9 := −
∑

r,v,q∈Λ∗+:
q 6=v

V̂ (v/eN)ηrb
∗
q−vb

∗
r+va

∗
−raq,

Ξ10 :=
∑

r,v,q∈Λ∗+:
r 6=−q

V̂ (r/eN)ηrb
∗
q+ra

∗
vaqbr+v,

Ξ11 := −
∑

r,v,p∈Λ∗+:
p6=−v

V̂ (p/eN)ηrb
∗
p+va

∗
−pa−rbr+v,

Ξ12 :=
∑

r,v,q∈Λ∗+:
q 6=r+v

V̂ ((r + v)/eN)ηrb
∗
q−r−va

∗
va−rbq .

To prove the proposition, we have to show that all terms Ξj, j = 1, . . . , 12, satisfy
the bound (4.78). We bound Ξ1 in position space, with Cauchy-Schwarz, by∣∣〈ξ,Ξ1ξ〉

∣∣ ≤ C

∫
Λ3

dxdydze2NV (eN(x− y))|η̌(x− z)|‖ǎxξ‖‖ǎxǎyǎzξ‖

≤ C

[∫
Λ3

dxdydz e2NV (eN(x− y))‖ǎxǎyǎzξ‖2

]1/2

×
[∫

Λ3

dxdydz e2NV (eN(x− y))|η̌(x− z)|2‖ǎxξ‖2

]1/2

≤ C‖η‖‖(N+ + 1)1/2ξ‖‖V1/2
N N

1/2
+ ξ‖

≤ CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖.

We can proceed similarly to control Ξ9. We obtain∣∣〈ξ,Ξ9ξ〉
∣∣ ≤ CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2

N ξ‖.
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The expectations of the terms Ξ3 and Ξ12 can be bounded analogously:∣∣〈ξ,Ξ3ξ〉
∣∣+
∣∣〈ξ,Ξ12ξ〉

∣∣
≤ C

∫
Λ3

dxdydz e2NV (eN(x− y))(|η(x− z)|+ |η(y − z)|)‖ǎxǎyξ‖‖ǎxǎzξ‖

≤ C

[∫
Λ3

dxdydz e2NV (eN(x− y))‖ǎxǎyξ‖2(|η(x− z)|2 + |η(y − z)|2)

]1/2

×
[∫

Λ3

dxdydz e2NV (eN(x− y))‖ǎxǎzξ‖2

]1/2

≤ C‖η‖‖(N+ + 1)ξ‖‖V1/2
N ξ‖

≤ CN1/2−α‖(N+ + 1)1/2ξ‖‖V1/2
N ξ‖.

As for Ξ4, we find

|〈ξ,Ξ4ξ〉| =
∣∣∣∣ 1

N

∫
Λ2

dxdydz e2NV (eN(y − z))〈ξ, ǎ∗xǎ∗yǎ∗zǎ(η̌x)ǎxǎyξ〉
∣∣∣∣

≤ CN−1‖η‖
∫

Λ2

dxdydz e2NV (eN(y − z))‖ǎxǎyǎzξ‖‖N 1/2
+ ǎxǎyξ‖

≤ CN−1‖η‖
[∫

Λ2

dxdydz e2NV (eN(y − z))‖ǎxǎyǎzξ‖2

]1/2

×
[∫

Λ2

dxdydz e2NV (eN(y − z))‖N 1/2
+ ǎxǎyξ‖2

]1/2

≤ CN1/2−α‖V1/2
N ξ‖‖N 1/2

+ ξ‖ .

The terms Ξ5 and Ξ6 can be bounded in momentum space, using (4.44). Hence,

|〈ξ,Ξ5ξ〉|+ |〈ξ,Ξ6ξ〉|

≤ CN−1
∑

r,v,q∈Λ∗+

(
V̂ ((v + r)/eN)

|v|
|ηr||v|‖avaq−r−vξ‖‖a−raqξ‖

+
V̂ (r/eN)

|r + v|
|ηr||r + v|‖ar+qavξ‖‖aqar+vξ‖

)
≤ CN1/2−α‖(N+ + 1)1/2ξ‖‖K1/2ξ‖.

Similarly we have

|〈ξ,Ξ2ξ〉|+ |〈ξ,Ξ10ξ〉| ≤
∑

r,v,p∈Λ∗+

(
V̂ (p/eN)

|p|
|ηr||p|‖ava−pξ‖‖ar+va−r−pξ‖

+
V̂ (r/eN)

|r + v|
|ηr||r + v|‖aqar+vξ‖‖ar+qavξ‖

)
≤ CN3/2−α‖(N+ + 1)1/2ξ‖‖K1/2ξ‖.
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Next, we rewrite Ξ7, Ξ8 and Ξ11 as

Ξ7 =

∫
Λ2

dxdy e2NV (eN(x− y))b̌∗xb̌
∗
ya
∗(η̌x)ǎx ,

Ξ8 =

∫
Λ2

dxdydz e2NV (eN(x− y))η̌(z − x)b̌∗xb̌
∗
zǎ
∗
yǎz ,

Ξ11 = −
∫

Λ2

dxdy e2NV (eN(x− y))b̌∗xǎ
∗
yǎ(η̌x)b̌x .

Thus, we obtain

|〈ξ,Ξ7ξ〉| ≤ C‖η‖
∫

Λ2

dxdy e2NV (eN(x− y)) ‖N 1/2
+ ǎxǎyξ‖‖ǎxξ‖

≤ C‖η‖‖N 1/2
+ V

1/2
N ξ‖‖N 1/2

+ ξ‖
≤ CN1/2−α‖V1/2

N ξ‖‖N 1/2
+ ξ‖ ,

as well as

|〈ξ,Ξ8ξ〉|

≤ C

∫
Λ2

dxdydz e2NV (eN(x− y))|η̌(x− z)|‖ǎxǎyǎzξ‖‖ǎzξ‖

≤ C

[∫
Λ2

dxdydz e2NV (eN(x− y))‖ǎxǎyǎzξ‖2

]1/2

×
[∫

Λ2

dxdydz e2NV (eN(x− y))|η(x− z)|2‖ǎzξ‖2

]1/2

≤ CN1/2−α‖V1/2
N ξ‖‖N 1/2

+ ξ‖,

and

|〈ξ,Ξ11ξ〉| ≤ C‖η‖
∫

Λ2

dxdy e2NV (eN(x− y)) ‖ǎxǎyξ‖‖N 1/2
+ ǎxξ‖

≤ C‖η‖‖V1/2
N ξ‖‖N+ξ‖ ≤ CN1/2−α‖V1/2

N ξ‖‖N 1/2
+ ξ‖.

Collecting all the bounds above, we arrive at (4.78).

4.2.6 Proof of Proposition 2.14

With the results of Sections 4.2.1-4.2.5, we can now show Proposition 2.14.
We assume α > 2. From Eq. (4.58), Prop. 4.9 and Prop. 4.11 we obtain that

RN,α = e−AGeff
N,αe

A

=
1

2
ω̂N(0)(N − 1)(1−N+/N) +

[
2NV̂ (0)− 1

2
ω̂N(0)

]
N+(1−N+/N)

+
1

2

∑
p∈Λ∗+

ω̂N(p)
[
b∗pb
∗
−p + bpb−p

]
+K + CN + VN

+

∫ 1

0

ds e−sA
[
K + CN + VN , A

]
esA + E (1)

R
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with
±E (1)
R ≤ CN1−α(HN + 1) .

From Prop. 4.7, Prop. 4.10 and Prop. 4.12, we can write, for N large enough,

[K + CN + VN , A
]

=
1√
N

∑
r,v∈Λ∗+̂

ωN(r)
[
b∗r+va

∗
−rav + h.c.

]
−
√
N

∑
r,v,∈Λ∗+,
p 6=−q

V̂ (r/eN)
[
b∗r+va

∗
−rav + h.c.

]
+ 2

∑
r,v∈Λ∗+

[
V̂ (r/eN)ηr + V̂ ((r + v)/eN)ηr

]
a∗vav(1−N+/N) + E (2)

R

where

|〈ξ, E (2)
R ξ〉| ≤CN1/2−α(logN)1/2‖H1/2

N ξ‖2 + CN3/2−α‖H1/2
N ξ‖‖(N+ + 1)1/2ξ‖

+ CN−1(logN)1/2‖H1/2
N ξ‖‖(N+ + 1)1/2ξ‖ .

for all ξ ∈ F≤N+ . From Prop. 2.12, Prop. 2.13 and recalling the definition (4.59)
of the operator CN , we deduce that∫ 1

0

ds e−sA[K + CN + VN , A
]
esA

=

∫ 1

0

ds e−sA
[
− CN +

1√
N

∑
r,v∈Λ∗+

ω̂N(r)
[
b∗r+va

∗
−rav + h.c.

]
+ 2

∑
r,v∈Λ∗+

[
V̂ (r/eN)ηr + V̂ ((r + v)/eN)ηr

]
a∗vav

(
1− N+

N

)]
esA + E (3)

R

(4.79)

with
±E (3)
R ≤ C[N2−α +N−1/2(logN)1/2](HN + 1)

for N ∈ N sufficiently large.
We now rewrite

2
∑
r,v∈Λ∗+

[
V̂ (r/eN)ηr + V̂ ((r + v)/eN)ηr

]
a∗vav

(
1− N+

N

)
= 4

∑
r,v∈Λ∗+

V̂ (r/eN)ηra
∗
vav

(
1− N+

N

)
+ 2

∑
r,v∈Λ∗+

[
V̂ ((r + v)/eN)− V̂ (r/eN)

]
ηra
∗
vav

(
1− N+

N

)
:= Q1 + Q2 .

(4.80)

With Lemma 2.10, part iii) we get∣∣∣∣2 ∑
r∈Λ∗

V̂ (r/eN)ηr −
[
2ω̂N(0)− 2NV̂ (0)

]∣∣∣∣ ≤ C

N
, (4.81)
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and therefore, using Lemma 4.8 and (4.81)

±
[
e−sAQ1e

sA − 2
[
2ω̂N(0)− 2NV̂ (0)

] ∑
v∈Λ∗+

a∗vav

(
1− N+

N

)]
≤ CN1−α(N+ + 1) +

C

N
N+ .

(4.82)

On the other hand it is easy to check that e−sAQ2e
sA is an error term; to this

aim we notice that∣∣∣∣ ∑
r∈Λ∗

[
V̂ (r/eN)ηr − V̂ ((r + v)/eN)ηr

]∣∣∣∣ ≤ CN |v|e−N .

Hence with Props. 2.12 and 2.13 we find

±
[
e−sAQ2e

sA
]
≤ CNe−Ne−sAN 1/2

+ K1/2esA ≤ CN2e−N(HN + 1) . (4.83)

To handle the second term on the second line of (4.79), we apply Prop. 4.10
and then Prop. 2.12 and Prop. 2.13

±
(

1√
N

∫ 1

0

ds
∑
r,v∈Λ∗+

ω̂N(r)
[
e−sAb∗r+va

∗
−rave

sA − b∗r+va∗−rav
]

+ h.c.

)

= ±
(

1√
N

∫ 1

0

ds

∫ s

0

dt
∑
r,v∈Λ∗+

ω̂N(r)e−tA
[
b∗r+va

∗
−rav, A

]
etA
)

≤ C

∫ 1

0

ds

∫ s

0

dt e−tA
(
N−α(logN)K +N−1(N+ + 1)

)
etA

≤ CN1−α logN(HN + 1) .

(4.84)

As for the first term on the second line of (4.79), we use again Prop. 4.12. Using
(4.80), (4.82) and (4.83) we have∫ 1

0

ds e−sACNesA − CN =

∫ 1

0

ds

∫ s

0

dt e−tA[CN , A]etA

=
[
2ω̂N(0)− 2NV̂ (0)

] ∑
p∈Λ∗+

a∗pap

(
1− N+

N

)
+ E (4)

R

(4.85)

with ±E (4)
R ≤ CN2−α(HN + 1) + CN−1(N+ + 1).

Inserting the bounds (4.82), (4.83), (4.84) and (4.85) into (4.79) we arrive at

RN,α =
1

2
(N − 1) ω̂N(0)(1−N+/N) +

1

2
ω̂N(0)N+ (1−N+/N)

+ ω̂N(0)
∑
p∈Λ∗+

a∗pap

(
1− N+

N

)
+

1

2

∑
p∈Λ∗+

ω̂N(p)
[
b∗pb
∗
−p + bpb−p

]
+

1√
N

∑
r,v∈Λ∗+:
r 6=−v

ω̂N(r)
[
b∗r+va

∗
−rav + h.c.

]
+HN + ER
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with
±ER ≤ C[N2−α +N−1/2(logN)1/2](HN + 1)

for N ∈ N sufficiently large.
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Chapter 5

Conclusion and Perspectives

In the thesis we presented a proof of Bose-Einstein condensation for 2d bosons
interacting through positive potentials both in the Gross-Pitaevskii regime and in
intermediate scaling limits interpolating between the mean-field and the Gross-
Pitaevskii scaling. Our results provide an optimal rate of convergence, thus
extending previous results available in the literature [47, 51, 46, 59, 59, 41, 42].

The main idea behind these results (borrowed from [7, 9, 10]) is to use a Fock
space setting to describe excitations out of the condensate and unitary operators
to implement correlations among excitations. This leads to a renormalization of
the original Hamiltonian, where the singular interaction is replaced by a softer
potential.

In the case of the singular interaction, the Hamilton operator is reduced to a
mean-field Hamiltonian, for which standard arguments are available. Differently,
in the Gross-Pitaevskii regime the slowly decaying GP potential V̂ (p/eN) is re-
placed by the potential ω̂N(p) (see definition (2.88)) which decays faster and we
are able to control (see Section 2.3).

The strategy developed to show Theorem 1.1 and 1.3 can be used as a starting
point to investigate the validity of Bogoliubov theory for two dimensional bosons
in the corresponding scaling limits, following the strategy developed in [8] for the
three dimensional case in the GP regime.

In the following we focus only on the Gross-Pitaevskii setting, even though a
similar analysis also holds for less singular regimes. What follows is a ongoing
project with Serena Cenatiempo and Benjamin Schlein.

Bogoliubov Theory

Bogoliubov theory [11] was the first rigorous treatment concerning Bose-
Einstein condensation. In physics, it is used to approximate with high accuracy
the ground state energy and the excitation energies of a dilute system of weakly
interacting bosons [63].

Bogoliubov worked in a periodic box Λ in the thermodynamic limit, in which,
we recall, the side length of the box L and the number of particles N go to
infinity while the density is kept fixed ρ = N/L3. Under the assumption that
the system exhibits complete Bose-Einstein condensation in the zero momentum
mode, and neglecting processes involving more than two excited particles, Bo-
goliubov derived an expression for the ground state and excitation energies of
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the system, which is believed to be correct in the dilute limit (for a review on
Bogoliubov method we address the reader to [49, Appendix A] or [16]).

More precisely, he predicted that in the thermodynamic limit the ground state
energy of weakly interacting Bose gas is given by

E0 = 4πρaN

(
1 +

128

15
√
π

√
ρa3 + o

(√
ρa3
))

, (5.1)

where a is the scattering length associated to the interaction potential. The
equation above is the so-called Lee-Huang-Yang formula [40]. The first result
for the upper bound was achieved by Dyson [22] (for hard-sphere interactions).
Later in [54] Lieb-Yngvason proved the lower bound at a first order. For the
second order correction Lieb-Solovej verified the validity of Eq.(5.1) in [52] and
for the two-component charged Bose gas in [53] as well as [72].

Erdös-Schlein-Yau in [27] proved an upper bound for the Lee-Huang-Yang
formula, up to errors that are subleading for small potentials. Their result was
later improved in [73] by Yau-Yin. Another important result was achieved by
Giuliani-Seiringer in [32], where they proved a lower bound matching the Lee-
Huang-Yang formula for systems of interacting Bose gases in a regime of weak
coupling and high density. This result was improved by Brietzke-Solovej [19].
Very recently, Fournais-Solovej in [30] eventually proved the Lee-Huang-Yang
formula from below for L1 potentials. The best available lower bound for general
potentials, including hard-core, is due to Brietzke-Fournais-Solovej in [18], where
the leading order has been shown with an error of the order of the LHY correction.

Bogoliubov’s approximation was originally proposed in three dimensions, how-
ever it also leads to a prediction for the two-dimensional case. The analogous of
the Lee-Huang-Yang formula (5.1) is given in Eq. (1.18), for which, we recall,
the second order correction has not yet been proved. However, results based on
the restriction to quasi-free states have been obtained in Fournais-Napiorkowski-
Reuvers-Solovej [29, Theorem 1].

In an ongoing project with Serena Cenatiempo and Benjamin Schlein we aim
to prove the second order correction of the ground state energy and excitation
energies of our Hamiltonian HGP

N (1.10). With the same strategy used to show
the bound in Eq. (2.124) one could also get an estimate for the energy operator
HN . We are able to prove the following statement.

Proposition 5.1. Let V ∈ L3(R2) be non-negative, compactly supported and
spherically symmetric. Let ψN ∈ L2

s(Λ
N) with ‖ψN‖ = 1 belong to the spectral

subspace of HN with energies below EN +K, i.e.

ψN = 1(−∞;2πN+K](HN)ψN .

Let ξN = e−Ae−BUNψN be the renormalized excitation vector associated with ψN .
Then, for any j ∈ N there exists a constant C > 0 such that

〈ξN , (N+ + 1)j(HN + 1) ξN〉 ≤ C(1 +K)(logN)j+1
[
(1 +K)2 + (logN)2

]j/2
.

The proof is obtained by induction and it is similar as in the three-dimensional
setting [8, Proposition 4.1] (although the authors of [8] worked over excitated
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states of the form ξN = e−BUNψN , we need to deal with excitated states ξN =
e−Ae−BUNψN , and so we use properties of the renormalized Hamiltonian
e−AGN,αeA).

The proposition above allows us to improve the estimates involving the ex-
citation Hamiltonian RN,α introduced in Chapter 4 and obtain the following
result.

Proposition 5.2. Let V ∈ L3(R2) be compactly supported, pointwise non-negative
and spherically symmetric. Let RN,α = e−AGN,αeA, with GN,α defined as in Eq.
(2.86). Then for any α > 2

RN,α = CR +QR + VN + E ′R.

with

CR =
N

2

(
V̂ (·/eN) ∗ f̂N,`

)
(0)(N − 1) +

1

2

∑
p∈Λ∗+

ω̂N(p)ηp

QR =
∑
p∈Λ∗+

(p2 + ω̂N(p))b∗pbp +
1

2

∑
p∈Λ∗+

ω̂N(p)
[
b∗pb
∗
−p + bpb−p

]
.

(5.2)

where and E ′R such that

± E ′R ≤ CN2−α(HN + 1)(N+ + 1) + CN−1/2(logN)1/2(N+ + 1)(K + 1) . (5.3)

Proof. We start from the expression of Reff
N,α as in Eq. (2.96). The constant CR

is obtained in the same way as in the proof of Prop. 2.14 (as well as Prop. 2.11),
keeping track of the order O(1) terms. To estimate the cubic term CN in (2.96)
we use the bound in Eq. (2.102), namely∣∣∣ 1√

N

∑
r,v∈Λ∗+
r 6=−v

ω̂N(r)〈ξ, b∗r+va∗−ravξ〉
∣∣∣ ≤ C(logN)1/2

√
N

‖K1/2ξ‖‖(N + 1)ξ‖ .
(5.4)

With Prop. 5.1, we get (5.3).

If now we neglect the potential energy operator VN , as in Eq. (2.87), which
we recall to be defined as

VN =
1

2

∑
p,q∈Λ∗+,r∈Λ∗:
r 6=−p,−q

V̂ (r/eN)a∗p+ra
∗
qaq+rap

we obtain a quadratic Hamiltonian which can be explicitly diagonalized (simi-
larly as in [8, Section 5]), acting with a unitary operator quadratic in terms of
annihilation and creation operators. We find the following lower bound.

Proposition 5.3. Let V ∈ L3(R2) be non-negative, compactly supported and
spherically symmetric. Let EBog be defined as

EBog :=
1

2

∑
p∈Λ∗+

(√
p4 + 8πp2 − p2 − 4π +

(4π)2

2p2

)
.

148



Conclusion and Perspectives

Then

e−BτRN,αe
Bτ ≥ CN +QN + E ′′R,

where CN and QN are respectively of the form

CN = 2π(N − 1) + π log(2a2) + EBog − 4π2
∑
p∈Λ∗+

J0(|p|/
√

2)

|p|2
,

with a the scattering length defined in Eq. (1.11), and J0 is the Bessel function
of the first kind, and

QN =
∑
p∈Λ∗+

√
p4 + 8πp2 a∗pap,

with E ′′R satisfying

±E ′′R ≤ CN2−α(logN)2(HN + 1)

+ CN−1/2(logN)3/2(N+ + 1)(K + 1) + C(logN)2N−1 ,

for any α > 2 and N large enough.

Getting an upper bound is, on the contrary, non-trivial. In fact, differently
from the 3d case, the potential energy operator VN is of order O(1), hence it
cannot be neglected. In particular, its expectation on the trial state eBτΩ with
Bτ the generalized Bogoliubov transformation which allows us to diagonalize the
quadratic part QR as in Eq. (5.2), is of order O(logN). This suggest that to
obtain an upper bound up to O(1) the excitation Hamiltonian RN,α has to be
further renormalized to cancel out the large energy contributions hidden in VN .
We are currently working on the project of finding a unitary operator which
allows us to reduce RN,α to a quadratic excitation Hamiltonian (up to lower
order terms). This will also allow to get information on the low-energy spectrum
of the system and also to provide a norm-approximation to the many-body low
energy wave function in the spirit of [8, Equation 6.7].

Obtaining a norm-approximation for the ground-state wave function would
open the way to investigate fluctuations of observables measured on the ground
state, with respect to their expected value provided by the knowledge of the
condensate wave function. In fact, it is a natural question whether one may
adapt the strategy followed in [64, 65, 38] to investigate the validity of a central
limit theorem for one particle observables measured on the condensate.

Last but not least, one can ask if the methods used in this thesis may be
adapted to investigate the properties of 2d bosons in the thermodynamic limit,
in the same spirit of recent results [2].
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Appendix A

Properties of the Scattering Function in
the GP scaling

In this appendix we are going to show some uselful properties of the scat-
tering function stated in Chap. 2, Sec. 2.3.1. For practical reason we prove
before properties for the Gross-Pitaevskii scaling, while in Appendix B we prove
similar properties for the scattering equation with singular interacting potential,
corresponding to Lemma 2.10

Let V be a potential with finite range R0 > 0 and scattering length a. For
a fixed R > R0, we study properties of the ground state fR of the Neumann
problem (

−∆ +
1

2
V (x)

)
fR(x) = λR fR(x) (A.1)

on the ball |x| ≤ R, normalized so that fR(x) = 1 for |x| = R. Lemma 2.10,
parts i)-iv), follows by setting R = eN` in the following lemma.

Lemma A.1. Let V ∈ L3(R2) be non-negative, compactly supported and spher-
ically symmetric, and denote its scattering length by a. Fix R > 0 sufficiently
large and denote by fR the Neumann ground state of (A.1). Set wR = 1 − fR.
Then we have

0 ≤ fR(x) ≤ 1

Moreover, for R large enough there is a constant C > 0 independent of R such
that ∣∣∣∣λR − 2

R2 log(R/a)

(
1 +

3

4

1

log(R/a)

) ∣∣∣∣ ≤ C

R2

1

log3(R/a)
. (A.2)

and ∣∣∣∣∫ dxV (x)fR(x)− 4π

log(R/a)

∣∣∣∣ ≤ C

log2(R/a)
. (A.3)

Finally, there exists a constant C > 0 such that

|wR(x)| ≤ χ(|x| ≤ R0) + C
log(|x|/R)

log(a/R)
χ(R0 ≤ |x| ≤ R)

|∇wR(x)| ≤ C

log(R/a)

χ(|x| ≤ R)

|x|+ 1

(A.4)

for R large enough.
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To show Lemma A.1 we adapt to the two dimensional case the strategy used in
[26, Lemma A.1] for the three dimensional problem. We will use some well known
properties of the zero energy scattering equation in two dimensions, summarized
in the following lemma.

Lemma A.2. Let V ∈ L3(R2) non-negative, with supp V ⊂ BR0(0) for an
R0 > 0. Let a ≤ R0 denote the scattering length of V . For R > R0, let
φR : R2 → R be the radial solution of the zero energy scattering equation[

−∆ +
1

2
V

]
φR = 0 (A.5)

normalized such that φR(x) = 1 for |x| = R. Then

φR(x) =
log(|x|/a)

log(R/a)
(A.6)

for all |x| > R0. Moreover, |x| → φR(x) is monotonically increasing and there
exists a constant C > 0 (depending only on V ) such that

φR(x) ≥ φR(0) ≥ C

log(R/a)
(A.7)

for all x ∈ R2. Furthermore, there exists a constant C > 0 such that

|∇φR(x)| ≤ C

| log(R/a)|
1

|x|+ 1
(A.8)

for all x ∈ R2.

Proof. The existence of the solution of (A.5), the expression (A.6), the fact
that φR(x) ≥ 0 and the monotonicity are standard (see, for example, Theorem
C.1 and Lemma C.2 in [49]). The bound (A.7) for φR(0) follows from (A.6),
comparing φR(0) with φR(x) at |x| = R0, with Harnack’s inequality (see [71,
Theorem C.1.3]). Finally, (A.8) follows by rewriting (A.5) in integral form

φR(x) = 1− 1

4π

∫
R2

log
(
R/|x− y|

)
V (y)φR(y)dy .

For |x| ≤ R0, this leads (using that φR(y) ≤ log(R0/a)/ log(R/a) for all |y| ≤ R0

and the local integrability of |.|−3/2) to

|∇φR(x)| ≤ C

∫
V (y)φR(y)

|x− y|
dy ≤ C‖V ‖3

log(R/a)

Combining with the bound for |x| > R0 obtained differentiating (A.6), we obtain
the desired estimate.

Proof of Lemma A.1. By standard arguments (see for example [49, proof of the-
orem C1]), fR(x) is spherically symmetric and non-negative. We now start by
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proving an upper bound for λR, consistent with (A.2). To this end, we calculate
the energy of a suitable trial function. For k ∈ R we define

ψk(x) = J0(k|x|)− J0(ka)

Y0(ka)
Y0(k|x|) .

with J0 and Y0 the zero Bessel functions of first and second type, respectively.
Note that

−∆ψk(x) = k2ψk(x) .

and ψk(x) = 0 if |x| = a. We define k = k(R) to be the smallest positive real
number satisfying ∂rψR(x) = 0 for |x| = R. One can check that∣∣∣∣ k2 − 2

R2 log(R/a)

(
1 +

3

4

1

log(R/a)

) ∣∣∣∣ ≤ C

R2

1

log3(R/a)
(A.9)

in the limit R→∞. To prove (A.9), we observe that

∂rψk(x)
∣∣∣
|x|=R

= −kJ1(kR) + k
J0(ka)

Y0(ka)
Y1(kR) , (A.10)

and we expand for kR, ka� 1 using (with γ the Euler constant)∣∣∣∣J0(r)− 1 +
r2

4

∣∣∣∣ ≤ Cr4 ,

∣∣∣∣J1(r)− r

2

(
1− r2

8

)∣∣∣∣ ≤ Cr5 ,∣∣∣∣Y0(r)− 2

π
log(reγ/2)

∣∣∣∣ ≤ Cr2 log(r) ,∣∣∣∣Y1(r) +
2

π

1

r

(
1− r2

2

(
1− r2

8

)
log(reγ/2) +

r2

4

)∣∣∣∣ ≤ Cr3.

(A.11)

With (A.11) one finds that (A.10)

∂rψR(x)
∣∣∣
|x|=R

= − 1

2kR log(kaeγ/2)

·
{

(kR)4

8
log(R/a)− (kR)2

[
log(R/a)− 1

2

]
+ 2 +O((kR)4 + (ka)2)

}
(A.12)

The smallest solution of

(kR)4

8
log(R/a)− (kR)2

[
log(R/a)− 1

2

]
+ 2 = 0

is such that

(kR)2 =
2

log(R/a)

[
1 +

3

4 log(R/a)

]
+O(log−3(R/a)) (A.13)
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in the limit of large R. Inserting in (A.12), we find that the r.h.s. changes sign
around the value of k defined in (A.13). By the intermediate value theorem, we
conclude that there is a k = k(R) > 0 satisfying (A.9), such that ∂rψk(R)(x) = 0
if |x| = R.

Now, let φR(x) be the solution of the zero energy scattering equation (A.5),
with φR(x) = 1 for |x| = R. We set

ΨR(x) := ψk(mR(x)) = J0(kmR(x))− J0(ka)

Y0(ka)
Y0(kmR(x)) , (A.14)

with k = k(R) satisfying (A.9) and

mR(x) := a exp
(

log(R/a)φR(x)
)
.

With this choice we have mR(x) = |x| outside the range of the potential; hence
ΨR(x) = ψk(x) for R0 ≤ |x| ≤ R. In particular, ΨR satisfies Neumann boundary
conditions at |x| = R.

From (A.6), (A.7) and the monotonicity of φR, we get

Ca ≤ mR(x) ≤ R0 for all 0 ≤ |x| ≤ R0 (A.15)

and for a constant C > 1, independent of R. From (A.8) we also get

|∇mR(x)| ≤ C for all 0 ≤ |x| ≤ R . (A.16)

With the notation h = −∆ + 1
2
V , we now evaluate

〈
ΨR, hΨR

〉
. To this end we

note that〈
ΨR, hΨR

〉
=

∫
|x|<R0

ΨR(x)(hΨR(x))dx+ k2

∫
|x|≥R0

|ΨR(x)|2 dx . (A.17)

Let us consider the region |x| < R0. From (A.14) and (A.11) we find, first of all,∣∣∣∣ΨR(x) +
log(mR(x)/a)

log(kaeγ/2)

∣∣∣∣ ≤ C(kmR(x))2 , (A.18)

Next, we compute −∆ΨR(x). With

J ′0(r) = −J1(r) J ′1(r) =
1

2

(
J0(r)− J2(r)

)
Y ′0(r) = −Y1(r) Y ′1(r) =

1

2

(
Y0(r)− Y2(r)

)
.

we obtain (here, we use the notation m′R and m′′R for the radial derivatives of the
radial function mR)

−∆ΨR(x) = − ∂2
rΨR(x)− 1

|x|
∂rΨR(x)

= − km′′R(x)
[
− J1(kmR(x)) +

J0(ka)

Y0(ka)
Y1(kmR(x))

]
− 1

2
k2
(
m′R(x)

)2[
J2(kmR(x))− J0(ka)

Y0(ka)
Y2(kmR(x))

]
− 1

2
k2
(
m′R(x)

)2[− J0(kmR(x)) +
J0(ka)

Y0(ka)
Y0(kmR(x))

]
− km′R(x)

|x|
[
− J1(kmR(x)) +

J0(ka)

Y0(ka)
Y1(kmR(x))

]
.
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Properties of the Scattering Function in the GP scaling

We note that, using the scattering equation (A.5),

m′′R −
(m′R)2

mR

+
1

|x|
m′R =

1

2
V mR φR log(R/a) =

1

2
V mR log(mR/a) . (A.19)

Now we write

−∆ΨR(x)

=
[
− k
(
m′′R(x) +

m′R(x)

|x|

)
Y1(kmR(x)) +

k2

2
(m′R(x))2Y2(kmR(x))

]J0(ka)

Y0(ka)

+ gR(x)

(A.20)

where gR(x) =
∑3

i=1 g
(i)
R (x) with

g
(1)
R (x) = k

(
m′′R(x) +

m′R(x)

|x|

)
J1(kmR(x))

g
(2)
R (x) = −1

2
k2(m′R(x))2J2(kmR(x))

g
(3)
R (x) = −1

2
k2(m′R(x))2

(
− J0(kmR(x) +

J0(ka)

Y0(ka)
Y0(kmR(x))

)
=
k2

2
(m′R(x))2ΨR(x) .

With (A.19), (A.11) and (A.15), (A.16), we find

|g(1)
R (x)| ≤ Ck2

(
(m′R(x))2 +

1

2
V (x)m2

R(x) log(mR(x)/a)
)
≤ Ck2(1 + V (x)) .

Next, with |J2(r)− r2/8| ≤ Cr4 we get

|g(2)
R (x)| ≤ Ck4(m′R(x))2(mR(x))2 ≤ Ck4 .

With (A.18), we can also bound

|g(3)
R (x)| ≤ Ck2(m′R(x))2 log(mR(x)/a)

log(ka)
≤ Ck2 log−1(ka) .

We conclude that |gR(r)| ≤ C(1 + V (x))k2 for all r ≤ R0 and R large enough.
Finally, using Eq. (A.19), the expansion for Y1(r) in Eq. (A.11), and the bound∣∣∣Y2(r) +

4

π

1

r2

∣∣∣ ≤ C ,

we can rewrite the first term on the r.h.s. of (A.20) as[
− k
(
m′′R(x) +

m′R(x)

|x|

)
Y1(kmR(x)) +

k2

2
(m′R(x))2Y2(kmR(x))

]J0(ka)

Y0(ka)

=
1

π
V (x) log(mR(x)/a)

J0(ka)

Y0(ka)
+ hR(x)

(A.21)
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with |hR(x)| ≤ C(1+V (x))k2 for all r ≤ R0, R large enough. With the identities
(A.20) and (A.21) we obtain∣∣∣∣−∆ΨR(x)− 1

π

J0(ka)

Y0(ka)
V (x) log(mR(x)/a)

∣∣∣∣ ≤ C(1 + V (x))k2 ,

for all |x| ≤ R0 and for R sufficiently large. With (A.18), we conclude that, for
0 ≤ |x| ≤ R0, ∣∣∣(−∆ +

1

2
V )ΨR(x)

∣∣∣ ≤ C(1 + V (x))k2 . (A.22)

With (A.17), (A.22) and the upper bound

|ΨR(r)| ≤ C

| log(ka)|
(A.23)

for all |x| ≤ R0 (which follows from (A.18) and (A.15)), we get

〈
ΨR, hΨR

〉
≤ k2

〈
ΨR,ΨR

〉
+

Ck2

| log(ka)|

∫
|x|≤R0

(1 + V (x)) dx .

On the other hand, Eq.(A.18), together with mR(x) = |x| for |x| ≥ R0, implies
the lower bound〈

ΨR,ΨR

〉
≥
∫
R0≤|x|≤R

|ΨR(x)|2dx ≥ C

| log(ka)|2

∫
R0≤|x|≤R

log2(|x|/a)dx ≥ CR2 .

Hence, with (A.9), we conclude that

λR ≤
〈
ΨR, hΨR

〉〈
ΨR,ΨR

〉 ≤ k2

(
1 +

C | log(ka)|
R2

)
≤ 2

R2 log(R/a)

(
1 +

3

4

1

log(R/a)
+

C

log2(R/a)

) (A.24)

in agreement with (A.2).
To prove the lower bound for λR it is convenient to show some upper and lower

bounds for fR. We start by considering fR outside the range of the potential. We
denote εR =

√
λRR. Keeping into account the boundary conditions at |x| = R,

we find, for R0 ≤ |x| ≤ R,

fR(x) = AR J0(εR |x|/R) +BR Y0(εR |x|/R) ,

with

AR =

(
J0(εR)− J1(εR)

Y0(εR)

Y1(εR)

)−1

,

and

BR =

(
Y0(εR)− J0(εR)

J1(εR)
Y1(εR)

)−1

.
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From (A.24), we have |εR| ≤ C | log(R/a)|−1/2. Thus, we can expand fR for large
R, using (A.11) and, for Y0, the improved bound∣∣∣∣Y0(r)− 2

π
log(reγ/2)

(
1− 1

4
r2

)∣∣∣∣ ≤ C r2 ,

we find ∣∣∣AR − 1 +
ε2
R

4

(
2 log(εRe

γ/2)− 1
)∣∣∣ ≤ Cε4

R(log εR)2 ,∣∣∣BR −
π

4
ε2
R

(
1− ε2

R

8

) ∣∣∣ ≤ Cε6
R .

(A.25)

which leads to∣∣∣∣fR(x)− 1 +
ε2
R

4

(
2 log(R/|x|)− 1 +

x2

R2

)
− ε4

R

16
log(R/|x|)

(
1 +

2x2

R2

)∣∣∣∣
≤ Cε4

R(log εR)2 .

(A.26)

We can also compute the radial derivative

∂rfR(x) = −εR
R

(
AR J1(εR r/R) +BR Y1(εR r/R)

)
.

With the expansions (A.11) and (A.25) we conclude that for all R0 ≤ |x| < R
we have∣∣∣∣∂rfR(x)− ε2

R

2|x|

(
1− x2

R2
+
ε2
Rx

2

2R2
log(R/|x|)

)∣∣∣∣ ≤ Cε4
R log εR . (A.27)

The bound (A.27) shows that ∂rfR(x) is positive, for, say, R0 < |x| < R/2. Since
∂rfR(x) must have its first zero at |x| = R, we conclude that fR is increasing
in |x|, on R0 ≤ |x| ≤ R. From the normalization fR(x) = 1, for |x| = R, we
conclude therefore that fR(x) ≤ 1, for all R0 ≤ |x| ≤ R.

From (A.26) and (A.24) we obtain, on the other hand, the lower bound

fR(x) ≥ 1− ε2
R

2
log(R/|x|)− Cε4

R(log εR)2

≥ 1− log(R/|x|)
log(R/a)

(
1 +

3

4

1

log(R/a)
+

C

log2(R/a)

)
− C (log log(R/a))2

log2(R/a)

≥ log(|x|/a)

log(R/a)
− 3

4

log(R/|x|)
log2(R/a)

− C log(R/|x|)
log3(R/a)

− C (log log(R/a))2

log2(R/a)
,

(A.28)

for R sufficiently large. Let R∗ = max{R0, ea}. Then Eq. (A.28) implies in
particular that, for R large enough,

fR(x) ≥ C

log(R/a)
. (A.29)

for all R∗ < |x| ≤ R.
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Properties of the Scattering Function in the GP scaling

Finally, we show that fR(x) ≤ 1 also for |x| ≤ R0. First of all, we observe
that, by elliptic regularity, as stated for example in [45, Theorem 11.7, part iv)],
there exists 0 < α < 1 and C > 0 such that

|fR(x)− fR(y)| ≤ C‖(V − 2λR)fR‖2 |x− y|α

With ‖V fR‖2 ≤ ‖V ‖3‖fR‖6 ≤ C‖fR‖H1 ≤ C(1 + λR)‖fR‖2, we conclude that
0 ≤ fR(x) ≤ 1 + C‖f‖2 for all |x| ≤ R0 (because we know that fR(x) ≤ 1 for
R0 ≤ |x| ≤ R). To improve this bound, we go back to the differential equation
(A.1), to estimate

∆fR =
1

2
V fR − λRfR ≥ −λR(1 + C‖f‖2) (A.30)

This implies that fR(x) + λR(1 +C‖f‖2)x2/2 is subharmonic. Using (A.26), we
find fR(x) ≤ 1 − Cε2

R for |x| = R0. From the maximum principle, we obtain
therefore that

fR(x) ≤ 1− Cε2
R + CλR(1 + C‖fR‖2) (A.31)

for all |x| ≤ R0. In particular, this implies that ‖fR1|x|≤R0‖2 ≤ C + CλR‖fR‖2,
and therefore that

‖fR1R0≤|x|≤R‖2 ≥ ‖fR‖2(1− CλR)− C

With fR(x) ≤ 1 forR0 ≤ |x| ≤ R, we find, on the other hand, that ‖fR1R0≤|x|≤R‖2 ≤
CR. We conclude therefore that ‖fR‖2 ≤ CR and, from (A.31), that fR(x) ≤
1− Cε2

R + C/R ≤ 1, for all |x| ≤ R0, if R is large enough.
We are now ready to prove the lower bound for λR. We use now that any

function Φ satisfying Neumann boundary conditions at |x| = R can be written
as Φ(x) = q(x)ΨR(x), with ΨR(x) the trial function used for the upper bound
and q > 0 a function that satisfies Neumann boundary condition at |x| = R as
well. This is in particular true for the solution fR(x) of (A.1). In the following
we write

fR(x) = qR(x)ΨR(x)

where qR satisfies Neumann boundary conditions at |x| = R. From (A.18), we
find |ΨR(x)| ≥ C/ log(ka). The bound fR(x) ≤ 1 implies therefore that there
exists c > 0 such that

qR(x) ≤ C log(ka) ∀ |x| ≤ R0 . (A.32)

From the identity

hfR = (hΨR)qR − (∆qR)ΨR − 2∇qR∇ΨR

we have ∫
|x|≤R

dx fRhfR =

∫
|x|≤R

dx |∇qR|2Ψ2
R +

∫
|x|≤R

dx |qR|2ΨRhΨR .
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From (A.22) and (A.23), we have

∣∣ΨR(x)(hΨR)(x)− k2Ψ2
R(x)

∣∣ ≤ C
k2

| log ka|
(1 + V (x))χ(|x| ≤ R0) .

Hence∫
|x|≤R

dx fRhfR ≥ k2‖fR‖2 − Ck2

| log k|

∫
|x|≤R0

dx (1 + V (x))|qR(x)|2 . (A.33)

With (A.32), we obtain∫
|x|≤R

dx fRhfR ≥ k2‖fR‖2 − Ck2 log(ka) .

With (A.29) (recalling that R∗ = max{R0, ea}), we bound

‖fR‖2 ≥
∫
R∗≤|x|≤R

|fR(x)|2 dx ≥ CR2

log2(R/a)

and, inserting in (A.33), we conclude that

λR =

〈
fR, hfR

〉〈
fR, fR

〉 ≥ k2

(
1− C log3(R/a)

R2

)
≥ 2

R2 log(R/a)

(
1 +

3

4

1

log(R/a)
− C

log2(R/a)

)
,

where in the last inequality we used (A.9).

To prove (A.3) we use the scattering equation (A.1) to write∫
dxV (x)fR(x) = 2

∫
|x|≤R

dx∆fR(x) + 2

∫
|x|≤R

dxλRfR(x) .

Passing to polar coordinates, and using that ∆fR(x) = |x|−1∂r|x|∂rfR(x), we
find that the first term vanishes. Hence∫

dxV (x)fR(x) = 2λR

∫
dx fR(x) .

With the upper bound fR(r) ≤ 1 and with (A.2), we find∫
dxV (x)fR(x) ≤ 2πR2λR ≤

4π

log(R/a)

(
1 +

C

log(R/a)

)
.

To obtain a lower bound for the same integral we use that fR(r) ≥ 0 inside the
range of the potential. Outside the range of V , we use (A.26). We find∫

dxV (x)fR(x) ≥ 4πλR

∫ R

R0

dr r (1−Cε2
R log(R/r)) ≥ 4π

log(R/a)

(
1− C

log(R/a)

)

158



Properties of the Scattering Function in the GP scaling

We conclude that ∣∣∣∣∫ dxV (x)fR(x)− 4π

log(R/a)

∣∣∣∣ ≤ C

log2(R/a)
.

Finally, we show the bounds in (A.4). For r ∈ [R0, R], from (A.26) we have∣∣∣∣wR(x)− log(R/|x|)
log(R/a)

∣∣∣∣ ≤ C

log(R/a)
. (A.34)

As for the derivative of wR we use (A.27) to compute

|∂rfR(x)| ≤ C

|x|
1

log(R/a)
.

Moreover ∂rfR(x) = 0 if |x| = R, by construction.
On the other hand, if |x| ≤ R0, we have wR(x) = 1 − fR(x) ≤ 1. As for the

derivative, we define f̃R on R+ through f̃R(r) = fR(x), if |x| = r, and we use the
representation

f̃ ′R(r) =
1

r

∫ r

0

ds
(
f̃ ′′R(s)s+ f̃ ′R(s)

)
.

With (A.1), we have (with Ṽ defined on R+ through V (x) = Ṽ (r), if |x| = r)

f̃ ′′R(r) +
1

r
f̃ ′R(r) = λRf̃R(r)− 1

2
Ṽ (r)f̃R(r) ,

By (A.34), we can estimate f̃R(R0) ≤ C/ log(R/a). From (A.30), we also recall
that

f̃R(r) ≤ f̃R(R0) + CRλR ≤ C/ log(R/a)

for any r < R0. We conclude therefore that

|f̃ ′R(r)| =
∣∣∣1
r

∫ r

0

dss
(
λRf̃R(s)− 1

2
Ṽ (s)f̃R(s)

)∣∣∣
≤ λR

r

∫ r

0

rdr +
C

r log(R/a)

∫ r

0

dr rṼ (r)

≤ C

log(R/a)
+ C ‖V ‖2

log(R0/a)

log(R/a)
≤ C

log(R/a)
.
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Appendix B

Properties of the Scattering Function
through singular potentials

In this appendix, we give a proof of Lemma 2.10, containing basic properties
of the ground state fR of the Neumann problem(

−∆ +
1

2N
V (x)

)
fR(x) = λR fR(x) (B.1)

on the ball |x| ≤ R, with boundary condition ∂|x|fR(|x|) = 0 for |x| = R, nor-
malized so that fR(x) = 1 for |x| = R. Here (and in Lemma 2.10) we are using
the notation R := Nβ`. Note that due to the factor 1/N in front of the potential
in (B.1) the proof of Lemma B.1 is easier than the corresponding Lemma in the
GP regime.

In the course of the proof we will use some well known properties of the zero-

energy scattering equation in two dimensions, namely
(
−∆+ 1

2N
V (x)

)
φ

(N)
R (x) =

0 with φ
(N)
R (x) = 1 as |x| = R on the ball of radius R, that we recall in the fol-

lowing lemma.

Lemma B.1. Let V ∈ L2(R2) non-negative, with supp V ⊂ BR0(0) for an R0 >
0. Let a ≤ R0 denote the scattering length of V . For R > R0, let φR : R2 → R
be the radial solution of the zero energy scattering equation[

−∆ +
1

2N
V
]
φ

(N)
R = 0 (B.2)

normalized so that φ
(N)
R (x) = 1 for |x| = R. Then for all |x| ≥ R0 ,

φ
(N)
R (x) =

log(x/aN)

log(R/aN)
, (B.3)

where aN = a/N . Moreover, |x| → φ
(N)
R (x) is monotonically increasing and there

exists a constant C > 0 (depending only on V ) such that

φ
(N)
R (x) ≥ φ

(N)
R (0) ≥ C

log(R/aN)
(B.4)

for all x ∈ R2. Furthermore, there exists a constant C such that∣∣∣∣∣ 1

log(R/aN)
− V̂ (0)

4πN

∣∣∣∣∣ ≤ C

N2
(B.5)
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The proof of (B.3)-(B.4) follows exactly as in Lemma A.2 in Appendix A. We
give a proof for Eq. (B.5).

Remark. Notice that we ask for V ∈ L2(R2), differently from the Lemma A.2, the

proof of Eq. (B.8) does not require properties on the gradient of φ
(N)
R . Indeed,

it would be sufficient to choose V ∈ L1+ε for ε > 0, which is necessary for the
proof of Eq.(B.4), based on the Harnack inequality (see [71, Theorem C.1.3]).
We eventually need V ∈ L2(R2) in the proof of Eq. (B.5) as we can see below.

Proof. Rewriting (B.2) in the integral form we have

φR(x) = 1− 1

4πN

∫
R2

log
(
R/|x− y|

)
V (y)φR(y)dy . (B.6)

Using the definition of scattering length, and the integral form (B.6) we get

1

log(R/aN)
=

1

4πN

∫
R2

V (y)φR(y)dy =
V̂ (0)

4πN
+ ε,

with

|ε| ≤ 1

(4πN)2

∫
R2

V (y)dy

∫
R2

log(R/|z − y|)V (z)φ
(N)
R (z)dz

≤ V̂ (0)

(4πN)2
‖V ‖2

R2

4
,

where we used that φ
(N)
R ≤ 1. Thus Eq. (B.5) directly follows .

We are now ready to prove Lemma 2.10. We adapt to the two dimensional
case the strategy used in [26, Lemma A.1] for the three dimentional problem.
For completeness we recall the statement of the lemma.

Lemma B.2. Let V ∈ L2(R2) be non-negative, compactly supported and spher-
ically symmetric, and denote its scattering length by a. Fix R > 0 sufficiently
large and denote by fR the Neumann ground state of (B.1). Set wR = 1 − fR.
Then we have

0 ≤ fR(x) ≤ 1 (B.7)

for all x ∈ R2. Moreover,∣∣∣∣∣λR − 1

R2

V̂ (0)

2πN

(
1− V̂ (0)

4πN
log(R)

)∣∣∣∣∣ ≤ 1

R2

C

N2
(B.8)

and ∣∣∣∣∣ 1

N

∫
dxV (x)fR(x)− V̂ (0)

N

(
1− V̂ (0)

4πN
log(R)

)∣∣∣∣∣ ≤ C

N2
. (B.9)
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Finally, there exists a constant C > 0 such that red

|wR(x)| ≤ C if |x| ≤ R0,∣∣∣∣∣wR(x)− V̂ (0)

4πN
log(R/|x|)

∣∣∣∣∣ ≤ C

N
if R0 ≤ |x| ≤ R,

|∇wR(x)| ≤ C

N

1

|x|+ 1
∀ |x| ≤ R.

(B.10)

Proof of Lemma B.2. By standard arguments (see for example [49, proof of the-
orem C1] it follows that fR(x) is spherically symmetric and non negative. We
start by proving an upper bound, consistent with (B.8). To obtain this upper
bound for λR we compute the energy of a suitable trial function. In this direction,
we consider as a trial function

ψR = 1− V̂ (0)

4πN
log(R/|x|)χ(|x| ≥ 1).

Set h = −∆ + 1
2N
V , then we have

〈ψR, h ψR〉 ≤
V̂ (0)2

16π2N2

∫
1≤|x|≤R

|∇ log(R/x)|2dx+
1

2N

∫
|x|≤R0

V (x)dx

− V̂ (0)

4πN2

∫
1≤|x|≤R0

V (x) logR dx+
V̂ (0)

4πN2

∫
1≤|x|≤R0

V (x) log |x| dx

+
C

N3

∫
1≤|x|≤R0

V (x) log2(R/|x|) dx

≤ V̂ (0)2

8π2N2
logR +

V̂ (0)

2N
− V̂ (0)2

4πN2
logR +

C‖V ‖2

N2
R0 logR0 +

C‖V ‖2

N3
R0

≤ V̂ (0)

2N
− V̂ (0)2

8π2N2
logR +

C

N2

≤ V̂ (0)

2N

(
1− V̂ (0)

4πN
logR +

C

N

)
(B.11)

while

〈ψR, ψR〉 =

∫
|x|≤R

(
1− V̂ (0)

4πR
log(R/|x|)χ(|x| ≥ 1)

)2

dx

≥
∫
|x|≤R

dx− V̂ (0)

2πN

∫
1≤|x|≤R

log(R/|x|)dx

≥ πR2

(
1− V̂ (0)

4πN
− C

N

logR

R2

)
.

(B.12)
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Putting together Eq.s (B.11) and (B.12) we end up with

λR =
〈ψR, h ψR〉
〈ψR, ψR〉

≤ 1

R2

V̂ (0)

2πN

(
1− V̂ (0)

4πN
logR +

C

N

)
. (B.13)

To prove (B.7) and (B.10) we proceed as in Appendix A. We recall here only
the main steps of the proof for the reader convenience. First, we get an explicit
expression of fR outside the range of the potential. Indeed solving the equation

−∆fR(x) = k2fR(x)

with k2 = λRR
2, we find, for R0 ≤ |x| ≤ R

fR(x) = AR J0(k |x|/R) +BR Y0(k |x|/R) , (B.14)

with

AR =

(
J0(k)− J1(k)

Y0(k)

Y1(k)

)−1

, BR =

(
Y0(k)− J0(k)

J1(k)
Y1(k)

)−1

,

where J0 and Y0 are the zero Bessel functions of first and second type respectively.
From the upper bound found before we have k =

√
λRR ≤ CN−1/2. This

allows us to expand fR(x) for large R; using the bounds in (A.11), we find AR
and BR as in (A.25), which leads to∣∣∣∣fR(x)− 1 +

k2

4

(
2 log(R/|x|)− 1 +

x2

R2

)∣∣∣∣ ≤ Ck4(log k)2 (B.15)

for k small enough. The argument to bound fR from above is the same as in
Appendix A.

On the other hand, from (B.15) and (B.13) we obtain the lower bound

fR(x) ≥ 1− k2

2
log(R/|x|)− Ck4(log k)2 ≥ 1− V̂ (0)

4πN
− C (logN)2

N2
> 0, (B.16)

for N sufficiently large.
Now we want to prove the bounds for wR in Eq. (B.10). For R0 ≤ |x| ≤ R,

using (B.15) we see that∣∣∣∣fR(x)− 1 +
k2

2
log(R/|x|)

∣∣∣∣ ≤ Ck2,

hence, it follows that ∣∣∣∣wR(x)− k2

2
log(R/|x|)

∣∣∣∣ ≤ Ck2. (B.17)

While from (B.14), taking the derivative (this leads to one expression similar to
(A.27) but with εR replaced by k) we find

|∂rfR(x)| ≤ C
k2

|x|
. (B.18)
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Moreover ∂rfR(x) = 0 if |x| = R, by construction. Which proves the second
bound in (B.10). On the other hand, if |x| ≤ R0, we have wR(x) = 1−fR(x) ≤ 1.
As for the derivative, the proof for |∇wR| ≤ C/N inside the range of the potential
follows the one in Appendix A.

Now we are ready to prove the lower bound for λR. With fR = 1 − wR, and
using (B.17) and (B.18) to bound |∇wR|, we get

〈fR, h fR〉 =
〈

(1− wR),
(
−∆ +

1

2N
V
)

(1− wR)
〉

≥
∫

1≤|x|≤R
d2x |∇wR(x)|2 +

1

2N

∫
|x|≤R

d2x V (x)(1− 2wR(x))

≥ k4

4

∫
1≤|x|≤R

d2x
1

|x|2
+

1

2N

∫
|x|≤R

d2x V (x)

− 1

N

∫
1≤|x|≤R0

d2xV (x)

[
k2

2
log(R/|x|) + Ck2

]
≥ V̂ (0)

2N
− k2

2
log(R)

(
V̂ (0)

N
− k2π

)
− C

N
k2.

(B.19)

On the other hand we have (still with (B.17))

〈fR, fR〉 ≤
∫
|x|≤R

d2x (1 + w2
R(x)) ≤ πR2

(
1 + Ck4

)
.

This allows us to conclude, using the upper bound k2 ≤ C/N

λR =
〈fR, h fR〉
〈fR, fR〉

≥

[
V̂ (0)

2N
− k2

2
log(R)

(
V̂ (0)

N
− k2π

)
− C

N
k2

] [
πR2

(
1 + Ck4

)]−1

≥ V̂ (0)

2πN

1

R2

(
1− C logR

N

)
.

(B.20)

With the help of (B.20) we have

k2 =

∣∣∣∣∣λRR2 − V̂ (0)

2πN

∣∣∣∣∣ ≤ C
logR

N2
, (B.21)

thus we can improve the lower bound of λR. Indeed, using the improved bound
(B.21) into (B.19), we end up with

λR ≥
V̂ (0)

2πN

1

R2

(
1− V̂ (0)

4πN
log(R)− C

N

)
.

This concludes (B.8). Moreover, using once again (B.17), (B.18), and (B.21) we
conclude the bounds in (B.10).
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To prove Eq. (B.9) we use the scattering equation (B.1):

1

N

∫
|x|≤R

V (x)fR(x) dx = 2

∫
|x|≤R

∆fR(x) dx + 2

∫
|x|≤R

λRfR(x) dx

Passing to spherical coordinates (and denoting the radial coordinate as |x| = r)
we get:

1

N

∫
|x|≤R

V (x)fR(x) dx = 4π

∫ R

0

d

dr

(
r
d

dr
fR(r)

)
dr + 4πλR

∫ R

0

rfR(r) dr .

(B.22)
The first integral on the r.h.s. of (B.22) is zero due to the boundary condition
∂rfR(r)|r=R = 0. So it is sufficient to find upper and lower bounds for the second
integral on the r.h.s. of (B.22) . To obtain an upper bound we use fR(r) ≤ 1
together with the upper bound for λR in (B.8). We get

1

N

∫
|x|≤R

V (x)fR(x) dx = 4πλR

∫ R

0

rfR(r) dr

≤ 4πV̂ (0)

2πR2N

(
1− V̂ (0)

4πN
log(R)

)∫ R

0

r dr

≤ V̂ (0)

N

(
1− V̂ (0)

4πN
log(R) +

C

N

)
.

To obtain a lower bound for the same integral we use that fR(r) ≥ 0 inside the
range of the potential, and (B.16) for r ∈ (R0, R]. Hence:∫
|x|≤R

V (x)fR(x) dx ≥ 4πλR

∫ R

R0

r dr
(

1−C
N

)
≥ V̂ (0)

N

(
1− V̂ (0)

4πN
log(R)− C

N

)
.
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Appendix C

Ground state for many-bosons system through
singular potentials

C.1 Introduction

In this appendix we will show Theorem 1.2, adapting the proof for three
dimensional bosons in the Gross-Pitaevskii regime from [60]. Even though for
the purpose of the present paper we only need to consider bosons in a box with
periodic boundary conditions, in the following we will describe the arguments
leading to the result in Theorem 1.2 in the more general case of bosons trapped
by an external potential.

In the following we consider N interacting bosons in the two-dimensional space
R2, described by the many-body Hamiltonian

Hβ
N =

N∑
j=1

hj +
∑

1≤j<k≤N

Vβ(xj − xk) (C.1)

acting on the space L2
s (R2N). The one-body operator is given by

h := −∆ + Vext(x)

with Vext(x) an external potential satisfying

0 ≤ Vext ∈ L1
loc(R2); lim

|x|→∞
Vext(x) = +∞ (C.2)

The particles interact pairwise via a repulsive potential Vβ given by

Vβ(x) = N2β−1V (Nβx), (C.3)

with β > 0 such that limN→∞ logNβ/N = 0. Here V is a non-negative, radially
symmetric and finite range function, i.e. V (x) ≡ 0 for |x| > R0, with scattering
length a ≤ R0. We are going to use some properties of the zero-energy scattering
equation φ

(N)
R (x), i.e. the solution of (B.2) on a ball of radius R = Nβ`. From

(B.3) we recall that for any R0 ≤ |x| ≤ R

φ
(N)
R (x) =

log(x/aN)

log(R/aN)
, (C.4)
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where aN = a/N . Moreover for any β such that limN→∞ logNβ/N = 0 we have∫
|x|≤R

∆φ
(N)
R (x) dx =

∫
|x|=R

∇φ(N)
R (x) · n dσR =

2π

log(R/aN)
(C.5)

where we denoted with dσR the surface measure of the ball of radius R. From
(B.2) and the divergence theorem it also follows∫

|x|≤R

[
|∇φ(N)

R |
2 +

1

2N
V (x)|φ(N)

R |
2
]
dx =

2π

log(R/aN)
. (C.6)

Moreover, with (B.5) we also have

lim
N→∞

[
N

∫
|x|≤R

[
|∇φ(N)

R |
2 +

1

2N
V (x)|φ(N)

R |
2
]
dx =

V̂ (0)

2

]
.

We are going to show that the ground state energy and ground states of Hβ
N

converge to the ones of the non linear functional,

ENLS[u] := 〈u, hu〉+
V̂ (0)

2

∫
R2

|u(x)|4dx. (C.7)

Since we are not considering magnetic fields and V is radially symmetric, the
minimizer of (C.7) exists and is unique by well-known arguments, see for instance
[31]. Aim of this appendix is to show the following theorem.

Theorem C.1. Let Hβ
N be defined in (C.1) with Vext satisfying (C.2) and Vβ

defined in (C.3). Then for all β > 3/4 s.t. limN→∞ β logN/N = 0 we have

lim
N→∞

inf
‖ψ‖=1

〈ψ,Hβ
Nψ〉

N
= inf
‖u‖L2(R2)=1

ENLS[u] . (C.8)

Moreover, if ψN is an approximate ground state for Hβ
N , namely

lim
N→∞

〈ψN , Hβ
NψN〉

N
= inf
‖u‖L2(R2)=1

ENLS[u],

and γ
(k)
N,m = Trk+1→N |ψN〉〈ψN | is the k- particle reduced density matrix of ψN ,

then
lim
N→∞

Tr
∣∣∣γ(k)
N − |ϕ

⊗k
0 〉〈ϕ⊗k0 |

∣∣∣ = 0, ∀k ∈ N ,

where ϕ0 is the minimizer of (C.7).

Actually, the theorem above holds for any β > 0 such that limN→∞ β logN/N =
0. A proof valid for β < 1 can be found in [59]. Our proof follows closely the
proof of condensation for approximate minimizers of the three dimensional Gross-
Pitaevskii Hamiltonian, obtained in [60]. However, we reproduce below the main
steps of the proof in our setting, for the reader convenience. We also refer the
reader to the arxiv version of [10] for an adaptation of the proof by [60] to the
translation invariant case, which is also the setting of relevance for this thesis.
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C.2 Generalized Dyson Lemma

Using the same notations as [60] we set θ : R2 → R a radial smooth Heaviside-
like function, i.e.

0 ≤ θ ≤ 1; θ(x) = 0 for |x| ≤ 1, θ(x) = 1 for |x| ≥ 2.

Let U : R2 → R a radial smooth function supported on the annulus 1/2 ≤ |x| ≤ 1
such that

U(x) ≥ 0,

∫
R2

U(x) log (|x|/aN)dx = 2πN

with aN the scattering length of the potential 1
N
V . Using the monotonicity of

the logarithm we clearly have

2πN

| log(aN)|
≤
∫
U(x)d2x ≤ 2πN

| log(2aN)|
(C.9)

and therefore we conclude with (B.5) that for anyR = Nβ s.t. limN→∞ logNβ/N =
0 there exist constants c2 > c1 > 0 s.t.

c1 ≤
∫
U(x)d2x ≤ c2 . (C.10)

In the application we will choose U(x) = const. for all x s.t. 1/2 ≤ |x| ≤ 1 and
zero otherwise, so that ‖U‖∞ ≤ C. For every ` > 0 we now define

θ`(x) = θ(x/`), U`(x) =
1

`2
U(x/`). (C.11)

The first step of the proof by [60] consists in using the Dyson lemma to replace
the Gross-Pitaevskii interaction in the original Hamiltonian with a less singular
potential. In our setting, we use a generalized version of Dyson lemma to replace
the original potential Vβ in Hβ

N by the potential U`, with some ` = N−γ, for some
suitably chosen γ ∈ (0; 1). To this aim we will make use of the following Lemma.

Lemma C.1. Let V compactly supported in the ball of radius R0 < 1/2, with
scattering length a defined through the solution of the scattering equation (B.2)
on the disk of radius R, with R0 < R < 1/2. Let χR(x) be the characteristic
function of a disc of radius R centered at the origin, θ(p) a radial function, such

that h(x) = (1̂− θ)(x) bounded and integrable. Let

gR(x) = sup
|y|≤R

|h(x− y)− h(x)|

and

ωR(x) =
2

π
gR(x)

∫
R2

gR(y)dy

Let aN = a/N and u(x) a positive radial function supported in the annulus
R0 ≤ |x| ≤ R such that∫

R2

u(x) log(|x|/aN)dx = 2πN(1 + δN)
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with δN such that limN→∞ δN = 0; then for all ε > 0

−∇θ(p)χR(x)θ(p)∇+
1

2N
V (x) ≥ (1− ε)

N(1 + δN)
u(x)

− 1

2πN(1 + δN)ε

(∫
u(x)d2x

)
ωR(x).

(C.12)

Proof. We adapt the proof in [48, Appendix A]. We first notice that it suffices
to show that the operator inequality (C.12) holds for the expectation value with
any smooth function ψ(x) with compact support. Given ψ(x) we define ξ(x) by

its Fourier transform ξ̂(p) = θ(p)ψ̂(p). We thus have to show that∫
|x|≤R

[
|∇ξ(x)|2 +

1

2N
V (x)|ψ(x)|2

]
dx

≥ 1

N(1 + δN)

∫
|x|≤R

[
(1− ε)u(x)|ψ(x)|2 − ‖u‖1

2πε
|ψ(x)|2ωR(x)

]
dx.

Let φ
(N)
R (x) be the solution to the zero-energy scattering equation (B.2), subject

to boundary condition φ
(N)
R (x) = 1 for |x| = R. Let ν be a complex-valued

function on the unit disk D1, such that
∫
D1
|ν|2 = 1. Now consider the following

expression, with ψ as above,

A :=

∫
|x|≤R

ν(x)∇ξ∗(x) · ∇φ(N)
R (x)dx+

1

2N

∫
|x|≤R

V (x)ψ∗(x)φ
(N)
R (x)ν(x)dx.

By Cauchy-Schwarz inequality we can bound

|A|2 ≤
(∫

|x|≤R

[
|∇ξ(x)|2 +

1

2N
V (x)|ψ(x)|2

]
dx

)
×
(∫

|x|≤R

[
|∇φ(N)

R (x)|2 +
1

2N
V (x)|φ(N)

R (x)|2
]
|ν(x)|2dx

)
.

Since φ
(N)
R is a radial function, the angular integration in the last term can

be performed by using the condition on ν. The remaining expression is then
bounded using (C.6). Hence we end up with∫

|x|≤R

[
|∇ξ(x)|2 +

1

2N
V (x)|ψ(x)|2

]
dx ≥ |A|2

(
1

log(R/aN)

)−1

. (C.13)

Now we need a lower bound on |A|2. Note that φ
(N)
R is a radial function and that

∇φ(N)
R (x)||x|=R = 1

R
1

log(R/aN )
from (C.4). Therefore, by partial integration we get

∫
|x|≤R

ν(x)∇ξ∗(x) · ∇φ(N)
R (x)dx =−

∫
|x|≤R

ξ∗(x)ν(x)∆φ
(N)
R (x)dx

+
1

R

1

log(R/aN)

∫
|x|=R

ξ∗(x)ν(x)dσR,

(C.14)
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where dσR denotes the surface measure of the ball of radius R, and we used
that ∇ν(x) · ∇φ(N)

R (x) = 0. Recall now that by definition of h(x) we have
ξ(x) = ψ(x)− (2π)−1(h ∗ ψ)(x), hence we can rewrite (C.14)∫
|x|≤R

ν(x)∇ξ∗(x) · ∇φ(N)
R (x)dx =−

∫
|x|≤R

ψ∗(x)∆φ
(N)
R (x)ν(x)dx

+
1

2π

∫
|x|≤R

(h ∗ ψ)∗(x)ν(x)∆φ
(N)
R (x)dx

+
1

R

1

log(R/aN)

∫
|x|=R

ψ∗(x)ν(x)dσR

− 1

2πR

1

log(R/aN)

∫
|x|=R

(h ∗ ψ)∗(x)ν(x)dσR .

Hence, with (A.5)

A =
1

2π

∫
|x|≤R

(h ∗ ψ)∗(x)ν(x)∆φ
(N)
R (x)dx

+
1

R

1

log(R/aN)

∫
|x|=R

ψ∗(x)ν(x)dσR

− 1

2πR

1

log(R/aN)

∫
|x|=R

(h ∗ ψ)∗(x)ν(x)dσR.

(C.15)

We rewrite the first and the last term as

1

2π

∫
ψ∗(x)

[ ∫
h(x− y)dµ(y)

]
dx, (C.16)

where we defined the measure dµ supported in the ball of radius R, such that
dµ(y) = ν(y)∆φ

(N)
R (y)dy− 1

R
1

log(R/aN )
ν(y)δ(|y| −R)dy. Note that, by integration

by parts, radial integration and (C.5)∫
dµ(y) =

∫
ν(y)∆φ

(N)
R (y)dy − 1

R

1

log(R/aN)

∫
ν(x)δ(|y| −R)dy = 0.

Moreover,∫
d|µ(y)| =

∫
|ν(y)∆φ

(N)
R (y)|dy − 1

R

1

log(R/aN)

∫
|ν(x)δ(|y| −R)|dy

=

∫
S1

|ν|
∫ R

0

d

dr
[r(φ

(N)
R )′(x)]dr +

1

log(R/aN)

∫
S1

|ν(y)|dy

=
2

log(R/aN)

∫
S1

|ν(y)|dy,

using Cauchy-Schwarz can be bounded by∫
d|µ(y)| ≤ 2(2π)1/2

log(R/aN)
.
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This bound allows us to estimate the integral in (C.16) with h, using the defini-
tion of gR ∣∣∣∣∫ h(x− y)dµ(y)

∣∣∣∣ ≤ 2(2π)1/2

log(R/aN)
gR(x).

Now, using again Cauchy-Schwarz, the definition of ωR we get∫
|ψ(x)|gR(x)dx ≤

(∫
|ψ(x)|2gR(x)dx

)1/2(∫
gR(x)dx

)1/2

≤ π1/2

21/2

(∫
|ψ(x)|2ωR(x)dx

)1/2

.

Thus we can conclude that (C.16)

1

2π

∫
ψ∗(x)

[ ∫
h(x− y)dµ(y)

]
dx ≥ − 1

log(R/aN)

(∫
|ψ(x)|2ωR(x)dx

)1/2

,

which is independent of ν. We still have to bound the second term on the r.h.s.
of (C.15). To do so we choose ν(x) to be the restriction of ψ(x) to the disk of
radius R, normalized, namely

ν(x) = ψ(x)χ(|x| ≤ R)

(∫
D1

|ψ(Rx)|2
)−1/2

where we denote with Dr the disk of radius r. We obtain

A ≥ 1√
R

1

log(R/aN)

(∫
|x|=R

|ψ(x)|2dσR
)1/2

− 1

log(R/aN)

(∫
|ψ(x)|2ωR(x)dx

)1/2

.

Again, using Cauchy-Schwarz we get that, for any ε > 0

|A|2 ≥ 1

log2(R/aN)

[
1

R
(1− ε)

∫
|x|=R

|ψ(x)|2dσR −
1

ε

∫
|ψ(x)|2ωR(x)dx

]
.

Now, this equation, together with (C.13), imply that∫
|x|≤R

[
|∇ξ(x)|2 +

1

2N
V (x)|ψ(x)|2

]
dx

≥ |A|2
(

1

log(R/aN)

)−1

≥ 1

log(R/aN)

[
1

R
(1− ε)

∫
|x|=R

|ψ(x)|2dσR −
1

ε

∫
|ψ(x)|2ωR(x)dx.

]
Namely,∫
|x|≤R

[
|∇ξ(x)|2 +

1

2N
V (x)|ψ(x)|2

]
dx

≥ 1

log(R/aN)

[
1

R
(1− ε)

∫
|x|=R

|ψ(x)|2dσR −
1

ε

∫
|ψ(x)|2ωR(x)dx

]
,
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which allows us to conclude the proof replacing R by s, multiplicating both sides
by u(s)s log(s/aN), where u(s) = u(x) for |x| = s, and integrating over s ∈ [0;R].∫ R

0

u(s)s log(s/aN) ds

∫
|x|≤R

[
|∇ξ(x)|2 +

1

2N
V (x)|ψ(x)|2

]
dx

≥ (1− ε)
∫ R

0

u(s) ds

∫
|x|=s
|ψ(x)|2dσs −

1

ε

∫ R

0

u(s)sds

∫
|ψ(x)|2ωR(x)dx.

Using the assumption (C.1) we end up with

N(1 + δN)

∫
|x|≤R

[
|∇ξ(x)|2 +

1

2N
V (x)|ψ(x)|2

]
dx

≥ (1− ε)
∫
|x|≤R

u(x)|ψ(x)|2d2x− 1

2πε

(∫
u(x)d2x

)∫
|ψ(x)|2ωR(x)dx,

which concludes the proof of (C.12).

Let l(p) be a smooth, radial, positive function with l(p) = 0 for |p| ≤ 1 and
l(p) = 1 for |p| ≥ 2, and 0 ≤ l(p) ≤ 1 in between, let θs(p) = l(p/s) so that the h

defined in the theorem is such that hs(x) = (1̂− θs)(x), then the corresponding
potential ωR, for R ≤ Cs satisfies

|ωR(x)| ≤ CR2s4 and

∫
R2

|ωR(x)|d2x ≤ CR2s2. (C.17)

We can easily extend Lemma C.1 with the following corollary

Corollary C.2. If y1, . . . , yN , N points in R2N , s.t. |yi− yj| ≥ 2R for any i 6= j
then, under the assumptions of Lemma C.1, we have

−∇θ(p)2∇+
1

2N(1 + δN)

N∑
i=1

V (x− yi)

≥ 1

N(1 + δN)

N∑
i=1

[
(1− ε)u(x− yi)−

‖u‖1

2πε
ωR(x− yi)

]
.

(C.18)

We can now state the equivalent of Lemma 2.1 in [60] in our setting. The aim
of this lemma is to smooth out the singular interaction potential Vβ with a softer
one with a larger range of interaction, namely U` defined in (C.11).

From now on we set R = Nβ`. It is important to notice that in this appendix
we are considering ` = N−γ, while in Appendix B the parameter ` was small but
of order one. With a slight abuse of notation we keep the same notation.

Lemma C.2. Let Hβ
N and U` be defined in (C.1) and (C.11) respectively. Let

θs(p) be defined before (C.17). Then, for all s > 0, 0 < ε < 1 and ` > 2R0/N
β,

we have

Hβ
N ≥

N∑
i=1

(
hi − (1− ε)p2

i θs(pi)
)

+
αN(1− ε)2

N
Wβ −

CN`2s4

ε
, (C.19)
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where αN is a constant bounded uniformly in N and s.t. limN→∞ αN = 1 and

Wβ :=
N∑
i 6=j

U`(xi − xj)
∏
k 6=i,j

θ2`(xj − xk) , (C.20)

with C > 0 generic constant.

Proof. The proof is an application of Eq. C.18. We first notice that by scaling
the solution of the scattering equation for the potential Vβ on the disk of ra-

dious ` = N−βR is given by φ
(β)
` (x) := φ

(N)
R (Nβx). Hence, Eq. C.18 holds with

( 1
N
V, aN , R0, R) substituted by (Vβ, N

−βaN , N
−βR0, `) and a potential u(x) sat-

isfying the assumptions in Lemma C.1.
To conclude it is then sufficient to notice that the potential U`(x) is different

from zero for `/2 ≤ |x| ≤ `, and satisfies∫
U`(x) log(|x|/N−βaN)d2x = 2πN + log(Nβ`)

∫
U(x)d2x .

Therefore with (C.10) we have

U`(x) log(|x|/N−βaN)d2x = 2πN(1 + δN) , with ± δN ≤
C log(Nβ`)

N
.

Then (C.18) and (C.17) imply that for all ` s.t. ` > N−βR0/2 (so that U`(x) is
supported in the annulus N−βR0 ≤ |x| ≤ `) we have

p2θs(p) +
1

2

N−1∑
i=1

Vβ(x− yi) ≥
αN(1− ε)

N

N−1∑
i=1

U`(x− yi)−
C`2s4

ε

on L2(R2), for all given points yi satisfying minj 6=k |yj − yk| ≥ 2` and αN =
(1 + δN)−1. Since the left hand side is non-negative we can relax the condition
on the distance of points by multiplying the r.h.s. with

∏
k 6=j θ2`(yj − yk). Thus

for every i = 1, . . . , N

p2θs(p) +
1

2

N∑
j 6=i

Vβ(xi − xj) ≥
αN(1− ε)

N

N∑
i 6=j

U`(xi − xj)
∏
k 6=j

θ2`(yj − yk)−
C`2s4

ε

Now, multiplying both sides with 1− ε and summing over i we obtain

N∑
i=1

(1− ε)p2
i θs(pi) +

1

2
(1− ε)

N∑
j 6=i

Vβ(xi − xj)

≥ αN(1− ε)2

N

N∑
i 6=j

U`(xi − xj)
∏
k 6=j

θ2`(yj − yk)−
CN`2s4

ε
.

(C.21)

With the definition Hβ
N =

∑
j=1 hj +

∑
1≤j<k≤N Vβ(xj − xk) we have

Hβ
N ≥

N∑
i=1

(
hi − (1− ε)p2

i θs(pi)
)

+ (1− ε)
N∑
i=1

p2
i θs(pi) +

(1− ε)
2

N∑
j 6=i

Vβ(xi − xj)

hence with (C.21) we conclude.
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C.3 Second moment estimate

In the next step we will focus on the Hamilton operator

H̃β
N :=

N∑
i=1

h̃i +
αN(1− ε)2

N
Wβ (C.22)

where Wβ has been defined in (C.20)

h̃i := p2
i (1− (1− ε)θs(pi)) + Vext + 1 . (C.23)

and αN = (1 + δN)−1 is bounded uniformly in N and s.t. limN→∞ αN = 1. Here
we are adding a constant to make sure that h̃i ≥ 1. We will remove it when we
will compare H̃β

N with Hβ
N later on. Our goal is to bound the second moment

of H̃N from below in terms of the second moment of
∑N

i h̃i. To this end we
use the following lemma, which is an adaptation to the two dimensional case
of [60, Lemma 3.2]. A statement of the corresponding lemma in two and three
dimensions can be found in [67, Lemma 4.4].

Lemma C.3. For every 0 ≤ W ∈ L1 ∩ L2(R2), the multiplication operator
W (x− y) on L2(R2) satisfies

0 ≤ W (x− y) ≤ C‖W‖L3/2(R2)(1−∆x), (C.24)

for any 0 ≤ δ < 1/2

0 ≤ W (x− y) ≤ Cδ‖W‖L1(R2)(1−∆x)
1−δ(1−∆y)

1−δ. (C.25)

Moreover, for all 1 > ε > 0, s > 0 and 0 ≥ Vext ∈ L1
loc(R2)

h̃xW (x−y)+W (x−y)h̃x ≥ −C
[
‖W‖L2(R2)+(1+s2)‖W‖L3/2(R2)

]
(1−∆x)(1−∆y)

(C.26)

Proof of (C.24). To prove (C.24) we use Hölder and Sobolev inequality in two-
dimensions. For any function f ∈ H1((R2)2)

〈f,W (x− y)f〉 =

∫
R2

∫
R2

W (x− y)|f(x, y)|2dxdy

≤
∫
R2

(∫
R2

W (x− y)3/2dx

)2/3(∫
|f(x, y)|6dx

)1/3

dy

≤ C‖W‖L3/2(R2)

∫
R2

‖f‖2
L6
x
dy

≤ C‖W‖L3/2(R2)

[∫
R2

∫
R2

|f(x− y)|2dxdy

+

∫
R2

∫
R2

|∇xf(x− y)|2dxdy
]

≤ C‖W‖L3/2(R2)(〈f, f〉+ 〈f,−∆xf〉)
≤ C‖W‖L3/2(R2)〈f, (1−∆x)f〉
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Proof of (C.25). A proof of the estimate with δ = 0 can be found in [28] in 3d
and stated in 2d in [39]. Note that for every operator K, K∗K ≤ 1 if and only
if KK∗ ≤ 1. Therefore, (C.25) is equivalent to√

W (x− y)(1−∆x)
δ−1(1−∆y)

δ−1
√
W (x− y) ≤ Cδ‖W‖L1 . (C.27)

Let G be the Green function of (1−∆)δ−1, which Fourier transform is given by

Ĝ(k) :=

∫
R2

e−2πix·kG(x)dx =
1

(1 + 4π2|k|2)1−δ .

For every function f ∈ L2((R2)2) we have

〈f, (
√
W (x− y)(1−∆x)

δ−1(1−∆y)
δ−1
√
W (x− y))f〉

=

∫
f(x, y)

√
W (x− y)G(x− x′)G(y − y′)

√
W (x′ − y′)f(x′, y′)dxdydx′dy′

≤ 1

2

∫ [
W (x− y)|G(x− x′)|2|f(x′, y′)|2

+W (x′ − y′)|G(y − y′)|2|f(x, y)|2
]
dxdydx′dy′

≤ Cδ‖W‖L1〈f, f〉,

where

Cδ :=

∫
|G|2 =

∫
|Ĝ|2 =

∫
R2

dk

(1 + 4π2|k|2)2(1−δ)

which is finite for all 0 ≤ δ < 1/2. Thus (C.27) holds.

Proof of (C.26). Before we prove a simpler version of (C.26), namely

(−∆x)W (x− y) +W (x− y)(−∆x) ≥ −C‖W‖L2(1−∆x)(1−∆y). (C.28)

By an approximation argument one can assume that W is smooth. For every
f ∈ H2(R2 × R2), a straightforward calculation using integration by parts and
the identity ∇x(W (x− y)) = −∇y(W (x− y)) gives us

〈f,
(
(−∆x)W (x− y) +W (x− y)(−∆x)

)
f〉

= 2Re

∫ ∫
∇xf(x, y)∇x(W (x− y)f(x, y))dxdy

= 2

∫ ∫
|∇xf(x, y)|2W (x− y)dxdy

+ 2Re

∫ ∫
∇xf(x, y)∇x(W (x− y))f(x, y)dxdy

≥ −2Re

∫ ∫
∇xf(x, y)∇y(W (x− y))f(x, y)dxdy

= 2Re

∫ ∫
∇y

(
(∇xf(x, y))f(x, y)

)
W (x− y)dxdy

= 2Re

∫ ∫ [
∇xf(x, y)∇yf(x, y) +∇y(∇xf(x, y))f(x, y)

]
W (x− y)dxdy.
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Using Cauchy-Schwarz and Sobolev inequality (C.24) we get∣∣∣∣∫ ∫ ∇xf(x, y)∇yf(x, y)W (x− y)dxdy

∣∣∣∣
≤ 1

2

∫ ∫ [
|∇xf(x, y)|2 + |∇yf(x, y)|2

]
|W (x− y)|dxdy

≤ C‖W‖L3/2〈f, (1−∆x)(1−∆y)f〉.

Moreover, by Cauchy-Schwarz inequality and (C.25) with δ = 0 and W replaced
by W 2 we get∣∣∣∣∫ ∫ (∇y∇xf(x, y))f(x, y)W (x− y)dxdy

∣∣∣∣
≤
(∫ ∫

|∇y∇xf(x, y)|2dxdy
)1/2(∫ ∫

|f(x, y)|2|W (x− y)|2dxdy
)1/2

≤ C‖W‖L2〈f, (1−∆x)(1−∆y)f〉.

Thus we can conclude

〈f,
(
(−∆x)W (x− y) +W (x− y)(−∆x)

)
f〉

≥ −C
[
‖W‖L2 + ‖W‖L3/2

]
〈f, (1−∆x)(1−∆y)f〉.

Now if we want to prove (C.26), we just need to estimate the second part of the
operator h̃. Using the Cauchy-Schwarz estimate for operators, namely

± (XY + Y ∗X∗) ≤ δXX∗ + δ−1Y ∗Y ∀δ > 0 (C.29)

and using (C.24)

p2
x(1− θs(px))W (x− y) +W (x− y)p2

x(1− θs(px))
≥ −δp2

x(1− θs(px))W (x− y)p2
x(1− θs(px))− δ−1W (x− y)

≥ −C‖W‖L3/2(δp4
x(1− θs(px))2 + δ−1)(1−∆x)

for all δ > 0. Now since 1 − θs(px) ≤ χ(|p| ≤ 2s) and choosing δ ∼ s−2 we end
up with

p2
x(1− θs(px))W (x− y) +W (x− y)p2

x(1− θs(px))
≥ −C‖W‖L3/2(s−2p4

x(1− θs(px))2 + s2)(1−∆x)

≥ −C‖W‖L3/2s2(1−∆x).

(C.30)

Putting together (C.28),(C.30) we conclude the proof for (C.26).

Now we are ready to prove the following key bound for H̃β
N .

Lemma C.4 (Second moment estimate). Let H̃β
N and h̃i be defined in (C.22) and

(C.23) respectively. Then, for every 0 < ε < 1 and s > 0, and ` = `(N)� N−1

when N →∞, then

(H̃β
N)2 ≥ 1

3

(
N∑
i=1

h̃i

)2

, (C.31)

for N large enough.
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Proof. The proof follows similarly to [60, Lemma 3.1]. We have

(H̃β
N)2−

(
N∑
i=1

h̃i

)2

=
αN(1− ε)2

N

N∑
m=1

(h̃mWβ +Wβh̃m) +
α2
N(1− ε)4

N2
W 2
β (C.32)

The goal is to bound the ”mixed” term h̃1Wβ + Wβh̃1 from below. In order to
do it we first decompose Wβ as

Wβ = Wa +Wb

where

Wa =
∑

1∈{i,j}

U`(xi − xj)
∏
k 6=i,j

θ2`(xj − xk),

Wb =
∑
i,j≥2

U`(xi − xj)
∏
k 6=i,j

θ2`(xj − xk).

First we estimate Wa. By the Cauchy-Schwarz inequality (C.29) we get

± (h̃1Wa +Wah̃1) ≤ N−1h̃1Wah̃1 +NWa (C.33)

having chosen δ = N−1. Let us show that

Wa ≤
C

`2
. (C.34)

Indeed, for every given (x1, x2, . . . , xN) ∈ (R2)N , the product

U`(x1 − xj)
∏
k 6=1,j

θ2`(xj − xk)

is bounded by ‖U`‖L∞ ≤ C`−2 and it is zero except in the case

|x1 − xj| < ` < 2` < min
k 6=1,j
|xj − xk|.

By triangle inequality last condition implies

|x1 − xj| < ` < min
k 6=1,j
|x1 − xk|

and it is satisfied by at most one index j 6= 1. Therefore,∑
j≥2

U`(x1 − xj)
∏
k 6=1,j

θ2`(xj − xk) ≤
C

`2
.

Similarly we have ∑
i≥2

U`(xi − x1)
∏
k 6=1,i

θ2`(xi − xk) ≤
C

`2

177



Ground state for many-bosons system through singular potentials

and so (C.34) holds true. From (C.33) and (C.34) we obtain

± (h̃1Wa +Wah̃1) ≤ C

N`2
(h̃1)2 + 2N

∑
1∈{i,j}

U`(xi − xj)
∏
k 6=i,j

θ2`(xj − xk). (C.35)

Now we can proceed with Wb, we need to split it again

Wb = Wc +Wd

with

Wc =
∑
i,j≥2

U`(xi − xj)
∏

k 6=1,i,j

θ2`(xj − xk)

Wd =
∑
i,j≥2

U`(xi − xj)
(
1− θ2`(xj − x1)

) ∏
k 6=i,j

θ2`(xj − xk).

Note that
Wc ≥ 0, Wd ≥ 0, and h̃1Wc = Wch̃1 ≥ 0.

On the other hand by Cauchy-Schwarz inequality (C.29)

± (h̃1Wd +Wdh̃1) ≤ δh̃1Wdh̃1 + δ−1Wd. (C.36)

We have two different ways to bound Wd. First by (C.24) and h̃i ≥ 1,

(1− θ2`(xj − x1)) ≤ C‖1− θ2`‖L3/2 ≤ Cε`
4/3h̃1,

because

‖1− θ2`‖L3/2 =

(∫
R2

(1− θ(x/2`))3/2d2x

)2/3

≤ C`4/3

Since here i, j ≥ 2, both sides of the last estimate commute with

U`(xi − xj)
∏

k 6=1,i,j

θ2`(xj − xk),

and we deduce that, multiplying both side by this term,

(1− θ2`(xj − x1))U`(xi − xj)
∏

k 6=1,i,j

θ2`(xj − xk)

≤ Cε`
4/3h̃1U`(xi − xj)

∏
k 6=1,i,j

θ2`(xj − xk).

Taking the sum over i, j ≥ 2 we obtain

Wd ≤ Cε`
4/3h̃1Wc. (C.37)

On the second hand we can show that

Wd ≤
C

`2
. (C.38)
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Indeed, for every given (x1, . . . , xN) ∈ R2N , the product

U`(xi − xj) (1− θ2`(xj − x1))
∏

k 6=1,i,j

θ2`(xj − xk)

is zero except in the case

|xi − xj| < `, |xj − x1| < 4`, min
k 6=1,i,j

|xj − xk| > 2`. (C.39)

By the triangle inequality, equation above implies that the ball B(x1, 5`) contains
B(xi, `/2), B(xj, `/2), and the balls B(xi, `/2), B(xj, `/2) do not intersect with
B(xk, `/2) for all k 6= 1, i, j. Since B(x1, 5`) can contain only a finite number of
disjoint balls of radius `/2, we see that there are only a finite number of pairs
(i, j) satisfying (C.39). Thus we can conclude that

Wd ≤ C‖U`‖L∞ ≤ C`−2.

From (C.36),(C.37),(C.38), we obtain

h̃1Wb +Wbh̃1 = h̃1Wd +Wdh̃1 + 2h̃1Wc

≥ −Cδ
`2

(h̃1)2 +

(
2− Cε`

4/3

δ

)
h̃1Wc.

Choosing δ ∼ `4/3 we get

h̃1Wb +Wbh̃1 ≥ −
Cε
`2/3

(h̃1)2. (C.40)

We can now put together the pieces and conclude the proof. From (C.35) and
(C.40) we get

h̃1Wβ +Wβh̃1 ≥ −
(

C

N`2
+

Cε
`2/3

)
(h̃1)2 − 2N

∑
1∈{i,j}

U`(xi − xj)
∏
k 6=i,j

θ2`(xj − xk).

Summing the similar estimates with 1 replaced by m and using

N∑
m=1

∑
m∈{i,j}

U`(xi − xj)
∏
k 6=i,j

θ2`(xj − xk) = 2Wβ

we find that

N∑
m=1

(
h̃mWβ +Wβh̃m

)
≥ −

(
C

N`2
+

Cε
`2/3

) N∑
m=1

(h̃m)2 − 2NWβ.

179



Ground state for many-bosons system through singular potentials

Therefore, coming back to our original equation (C.32) we can conclude that

(H̃β
N)2 −

(
N∑
i=1

h̃i

)2

=
αN(1− ε)2

N

N∑
m=1

(h̃mWβ +Wβh̃m) +
α2
N(1− ε)4

N2
W 2
β

≥ −αN(1− ε)2

N

(
C

N`2
+

Cε
`2/3

) N∑
m=1

(h̃m)2

− 2αN(1− ε)2Wβ +
α2
N(1− ε)4

N2
W 2
β ±N2

≥ −
(

C

N2`2
+

Cε
`2/3N

) N∑
m=1

(h̃m)2 +

(
N − αN(1− ε)2

N
Wβ

)2

−N2

≥ −
(

C

N2`2
+

Cε
`2/3N

) N∑
m=1

(h̃m)2 −N2.

When `� N−1 we have
C

N2`2
+

Cε
`2/3N

� 1

and hence

(H̃β
N)2 ≥ 2

∑
1≤i<j≤N

h̃ih̃j + (1− o(1))
N∑
i=1

(h̃i)
2 −N2,

which yields the result, recalling that h̃ ≥ 1, i.e.
∑

1≤i<j≤N h̃ih̃j ≥ N2.

C.4 Three body-estimate

Goal of this step is to remove the cut-off
∏

k 6=i,j θ2`(xj−xk) in the potential Wβ

to obtain a lower bound in terms of a two-body potential. Using the elementary
inequality ∏

i

(1− si) ≥ 1−
∑
i

si

with 0 ≤ si ≤ 1 for all i, we get∏
k 6=i,j

[
θ2`(xj − xk)± 1

]
=
∏
k 6=i,j

[
1− (1− θ2`(xj − xk))

]
≥ 1−

∑
k 6=i,j

(1− θ2`(xj − xk)).

Therefore, we have

Wβ ≥
N∑
i 6=j

U`(xi − xj)−
∑
k 6=i 6=j

U`(xi − xj)(1− θ2`(xj − xk)). (C.41)

180



Ground state for many-bosons system through singular potentials

This implies that we have only a three-boby term to estimate. To remove this
interaction, we make use of the second moment estimate lemma.

Lemma C.5. For every 0 < ε < 1 and s > 0, if ` = `(N)� N−1, then

∑
i 6=j

U`(xi − xj)
∑
k 6=i,j

(1− θ2`(xj − xk)) ≤ Cε,s
`4/3

N
(H̃β

N)4 (C.42)

Hence,

H̃β
N ≥

N∑
j=1

h̃j +
αN(1− ε)2

N

∑
i 6=j

U`(xi − xj)− Cε,s
`4/3

N2
(H̃β

N)4 (C.43)

Proof. By (C.24) and h̃i ≥ 1 we have

(1− θ2`(x2 − xk)) ≤ C‖(1− θ2`)‖L3/2(1−∆x) ≤ Cε,s`
4/3h̃k

for k ≥ 3. Since U`(x1 − x2) commutes with both sides, we get

U`(x1 − x2)
∑
k≥3

(1− θ2`(x2 − xk))

≤ Cε,s`
4/3U`(x1 − x2)

∑
k≥3

h̃k

=
1

2
Cε,s`

4/3
(
H̃β
N − h̃1 − h̃2 − (1− ε)2 1

N
Wβ

)
U`(x1 − x2)

+
1

2
Cε,s`

4/3U`(x1 − x2)
(
H̃β
N − h̃1 − h̃2 − (1− ε)2 1

N
Wβ

)
≤ 1

2
Cε,s`

4/3
(
H̃β
NU`(x1 − x2) + U`(x1 − x2)H̃β

N)

− 1

2
Cε,s`

4/3

2∑
j=1

(
h̃jU`(x1 − x2) + U`(x1 − x2)h̃j

)
,

(C.44)

where in the last estimate we used that Wβ ≥ 0. Thanks to (C.26) and h̃i ≥ 1
we get for all j = 1, 2,

h̃jU`(x1 − x2) + U`(x1 − x2)h̃j

≥ −Cε,s
[
‖U`‖L2 + (1 + s2)‖U`‖L4/3

]
(1−∆1)(1−∆2)

≥ −Cε,s(`−1 + (1 + s2)`−2/3)(1−∆1 + V )(1−∆2 + V )

≥ −Cε,s`−1h̃1h̃2.

(C.45)

On the other hand, by the Cauchy-Schwarz inequality (C.29), withX = H̃β
NU`(x1−
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x2)1/2 and Y = U`(x1 − x2)1/2, h̃i ≥ 1 and (C.25) (with δ = 0 and W = U`)

H̃β
NU`(x1 − x2) + U`(x1 − x2)H̃β

N ≤ δH̃β
NU`(x1 − x2)H̃β

N + δ−1U`(x1 − x2)

≤ Cε,sδ‖U`‖L1H̃β
N(1−∆1)(1−∆2)H̃β

N

+ δ−1(1−∆1)(1−∆2)

≤ Cε,sδH̃
β
N h̃1h̃2H̃

β
N + Cε,sδ

−1h̃1h̃2

(C.46)

for all δ > 0. Choosing δ = N−1 and using that `−1 � N , then from (C.44),(C.45)
and (C.46) we end up with

U`(x1 − x2)
∑
k≥3

(1− θ2`(x2 − xk)) ≤
1

2
Cε,s`

4/3
(
δH̃β

N h̃1h̃2H̃
β
N + δ−1h̃1h̃2

)
+

1

2
Cε,s`

4/3`−1h̃1h̃2

≤ Cε,s`
4/3
(
N−1H̃β

N h̃1h̃2H̃
β
N +Nh̃1h̃2

)
.

By symmetrization with respect to the indices, we find that∑
i 6=j

U`(xi−xj)
∑
k 6=i,j

(1−θ2`(xj−xk)) ≤ Cε,s`
4/3
(
N−1H̃β

N

∑
i 6=j

h̃ih̃jH̃
β
N+N

∑
i 6=j

h̃ih̃j

)
.

Combining with the second moment estimate (C.31) we obtain∑
i 6=j

U`(xi − xj)
∑
k 6=i,j

(1− θ2`(xj − xk)) ≤ Cε,s`
4/3
(
N−1H̃β

N(H̃β
N)2H̃β

N +N(H̃β
N)2

−N−1H̃β
N

∑
i

h̃2
i H̃

β
N −N

∑
i

h̃2
i

)
.

and hence with Hβ
N ≥ N and neglecting the negative terms on the second line

we find (C.42). From the three-body estimate (C.42) and the inequality(C.41)
we get the second bound (C.43), namely

H̃β
N =

N∑
i=1

h̃i +
αN(1− ε)2

N
Wβ

≥
N∑
i=1

h̃i +
αN(1− ε)2

N

N∑
i 6=j

U`(xi − xj)

− αN(1− ε)2

N

∑
k 6=i 6=j

U`(xi − xj)(1− θ2`(xj − xk))

≥
N∑
i=1

h̃i +
αN(1− ε)2

N

N∑
i 6=j

U`(xi − xj)− Cε,s
`4/3

N2
(H̃β

N)4.
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C.5 Energy lower bound and convergence of states

Using Lemma C.2, C.4 and C.5 we are able to prove the convergences in
Theorem C.1. In particular we can eventually justify the mean-field approxima-
tion for the new Hamiltonian with the two-body interaction potential U`(x− y),
which converges to a Dirac delta much slower than the original potential Vβ. The
proof follows directly from [60], however the analysis is simplified since we do not
have a magnetic field. We recall the main result used here, namely Quantum de
Finetti theorem, stated as in [60, Theorem 2.2].

Theorem C.3 (Quantum de Finetti). Let h be an arbitrary Hilbert space and
let ψN ∈

⊗N
sym h with ‖ψN‖ = 1. Assume that the sequence of one-particle

density matrices γ
(1)
ψN

converges strongly in trace class when N → ∞. Then, up
to a subsequence, there exists a (unique) Borel probability measure µ on the unit
sphere Sh in h, invariant under the action of S1, such that

lim
N→∞

Tr

∣∣∣∣γ(k)
ψN
−
∫
|u⊗k〉〈u⊗k|dµ(u)

∣∣∣∣ = 0, (C.47)

for all κ ∈ N.

Before, we define the energy functional Eε,sNLS for 0 < ε < 1 and s > 0 by

Eε,sNLS[u] = 〈u, h̃u〉+ (1− ε)2 V̂ (0)

2

∫
R2

|u|4,

again one can prove that there exists a unique, positive minimizer ϕ0. We aim
to prove the following proposition

Proposition C.6 (Mean-field approximation). Let H̃β
N be defined in (C.22).

Assume N−1 � ` = `(N)� N−3/4 then for any 0 < ε < 1 and s > 0

lim
N→∞

inf σ(H̃β
N)

N
= inf
‖u‖L2(R2)=1

Eε,sNLS. (C.48)

We adapt to the 2d case the proof in [60, Proposition 4.1], with some simpli-
fication due to the fact that we do not include magnetic fields.

Proof. The upper bound in (C.48) can be obtained easily using trial states of the

form ϕ⊗N0 , since limN→∞
∫
U`(x)dx = V̂ (0)/2 from (C.9) and limN→∞ αN = 1.

For the lower bound, let us consider a ground state ψ̃N of H̃β
N (which exists

because h̃ has compact resolvent). Using the ground state equation, we find that

〈ψ̃N , (H̃β
N)kψ̃N〉 = (inf σ(H̃β

N))k ≤ (Cε,sN)k (C.49)

for all k ∈ N. In particular the second moment estimate (C.31) implies that

〈ψ̃N , h̃1h̃2ψ̃N〉 ≤ Cε,s (C.50)
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and the operator estimate (C.43) implies that

lim inf
N→∞

〈ψ̃N , H̃β
N ψ̃N〉

N
≥ lim inf

N→∞

(
Tr(h̃γ

(1)

ψ̃N
) + αN(1− ε)2Tr(U`γ

(2)

ψ̃N
)
)
. (C.51)

Here γ
(k)

ψ̃N
is the k-particle density matrices of ψ̃N and U` is understood as the

multiplication operator U`(x− y) on L2((R2)2). The proof of the lower bound in
(C.48) will be obtained by showing that

lim inf
N→∞

(
Tr(h̃γ

(1)

ψ̃
) + αN(1− ε)2Tr(U`γ

(2)

ψ̃
)
)

≥
∫
S(L2(R2))

(
〈u, h̃u〉+ (1− ε)2 V̂ (0)

2

∫
R2

|u|4
)
dµ̃(u) .

(C.52)

We first notice that since Tr(h̃γ
(1)

ψ̃N
) is bounded uniformly in N and h̃ has compact

resolvent, up to a subsequence we can assume h̃γ
(1)

ψ̃N
converges strongly in trace

class. By the quantum de Finetti theorem up to a subsequence we can find a
Borel probability measure µ̃ on the unit sphere S(L2(R2)) such that equation
(C.47) holds. Since h̃ is positive and independent of N , (C.47) and Fatou’s
lemma imply

lim inf
N→∞

Tr(h̃γ
(1)

ψ̃
) ≥

∫
S(L2(R2))

〈u, h̃u〉dµ̃(u). (C.53)

It remains to prove the lower bound for the term involving the two particle
reduced density, i.e.

lim inf
N→∞

Tr(αNU`γ
(2)

ψ̃
) ≥ V̂ (0)

2

∫
R2

|u|4dµ̃(u). (C.54)

Since U` does depend on `, and so on N , we cannot conclude immediately as
before using quantum de Finetti and Fatou lemma. We proceed replacing U`
by an operator bounded independently on N . In order to do it we localize the
problem onto energy levels of the one-body Hamiltonian h̃ lying below a chosen
cut-off Λ. Indeed, since h̃ has compact resolvent, for every Λ ≥ 1 the projection

PΛ := 1(h̃ ≤ Λ)

has finite rank. Let us denote

Π := 1L2((R2)2) − P⊗2
Λ .

Since U` ≥ 0, we can apply the Cauchy-Schwarz inequality for operators with

X = P⊗2
Λ U

1/2
` , Y = U

1/2
` Π

to obtain

U` = (P⊗2
Λ + Π)U`(P

⊗2
Λ + Π)

= P⊗2
Λ U`P

⊗2
Λ + ΠU`Π + P⊗2

Λ U`Π + ΠU`P
⊗2
Λ

≥ P⊗2
Λ U`P

⊗2
Λ − δ−1ΠU`Π + δP⊗2

Λ U`P
⊗2
Λ
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for all δ > 0. Using the operator bound (C.25), and the fact that the 4/5-th
power is operator monotone [6, Chapter 5] we have

U`(x1 − x2) ≤ C‖U`‖L1(1−∆1)4/5(1−∆2)4/5 ≤ Cε,s(h̃1)4/5(h̃2)4/5. (C.55)

Therefore,

P⊗2
Λ U`P

⊗2
Λ ≤ Cε,sh̃1h̃2 and ΠU`Π ≤ Cε,sΛ

−1/5h̃1h̃2.

Here, in the second estimate we have used that Π := 1L2((R2)2)−P⊗2
Λ ≤ Cε,sΛ

−1/5h̃1/5,
which is a consequence of the definition of PΛ. Thus,

U` − P⊗2
Λ U`P

⊗2
Λ ≥ −Cε,s(δ + δ−1Λ−1/5)h̃1h̃2.

If we choose δ = Λ−1/10 and take the trace against γ
(2)

ψ̃N
, then by the a-priori

estimate (C.50) we find

Tr(U`γ
(2)

ψ̃N
)− Tr(P⊗2

Λ U`P
⊗2
Λ γ

(2)

ψ̃N
) ≥ −Cε,sΛ−1/10.

On the othere hand, from (C.55) and the definition of PΛ it follows that the
operator norm P⊗2

Λ U`P
⊗2
Λ is bounded uniformly in N for Λ fixed. Since αN is

bounded uniformly in N , the strong convergence (C.47) implies that

lim
N→∞

(
Tr(P⊗2

Λ αNU`P
⊗2
Λ γ

(2)

ψ̃N
)−

∫
S(L2(R2))

〈(P⊗2
Λ u), αNU`(P

⊗2
Λ u)〉dµ̃(u)

)
= 0.

Since the left side of (C.53) is finite, every function u in the support of dµ̃ belongs
to the quadratic form domain Q(h̃) of h̃ and hence PΛu → u strongly in Q(h̃) .
Using (C.25) and the continuous embeddings Q(h̃) ⊂ H1 ⊂ L4 we get

lim
Λ→∞

lim
`→0
〈(P⊗2

Λ u), αNU`(P
⊗2
Λ u)〉 = lim

Λ→∞
‖PΛu‖4

L4 = ‖u‖4
L4 .

By Fatou’s lemma,

lim inf
Λ→∞

lim inf
N→∞

∫
〈(P⊗2

Λ u), αNU`(P
⊗2
Λ u)〉dµ̃(u) ≥ V̂ (0)

2

∫
‖u‖4

L4dµ̃ ,

where we used that limN→∞ ‖U`‖1 = V̂ (0)/2 and limN→∞ αN = 1. So the con-
vergence (C.54) follows.

We are now ready to prove the convergence of the ground state energy stated
in Theorem C.1.

Proof of energy convergence (C.8). The proof of the upper bound for a generic
external potential Vext can be obtained as in [51]. In our setup, with the bosons

trapped in a torus, where the minimizer is exactly V̂ (0)/2, it is sufficient to test
the excitation Hamiltonian GβN,` in Eq. (2.45) on the vacuum in F≤N+ .

We consider now the lower bound. We are considering N−1 � ` � N−3/4.
From lemma (C.19) (which requires ` > N−β) and Proposition C.6 it follows
that for every 0 < ε < 1, s > 0

lim inf
N→∞

inf σ(Hβ
N)

N
≥ lim inf

N→∞

inf σ(H̃β
N)

N
− 1 = inf

‖u‖L2=1
Eε,sNLS.
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C.5.1 Convergence of density matrices

We are left with the proof of the convergence for approximate minimizers of
Hβ
N . Following [60] we use the Hellmann-Feynman principle. For v ∈ L2(R2)

and k ∈ N we will perturb Hβ
N by

Sv,k :=
k!

Nk−1

∑
1≤i1<...<ik≤N

|v⊗k〉〈v⊗k|i1,...,ik .

Here |v⊗k〉〈v⊗k|i1,...,ik acting on the k-body Hilbert space of the i1-th,..., ik-th
variables. We have the following extension of (C.8).

Lemma C.7 (Energy lower bound for perturbed Hamiltonian). Assumption as
before. For every v ∈ L2(R2) and k ∈ N, we have

lim inf
N→∞

σ(Hβ
N − Sv,k)
N

≥ inf
‖u‖L2=1

(
ENLS[u]− |〈v, u〉|2k

)
.

Proof. Let 0 < ε < 1 and s > 0 and `� N−1. Recall that from (C.19) we have

Hβ
N − Sv,k ≥ H̃β

N − Sv,k +N − Cε,sN`2. (C.56)

Let φN be a ground state for H̃β
N −Sv,k. Since ‖Sv,k‖/N is bounded uniformly in

N , then for any ` = N−γ for some γ > 0, Eq. (C.49) still holds with ψ̃N replaced
by φN , namely

〈φN , (H̃β
N)nφN〉 ≤ (Cε,sN)n (C.57)

for all n ∈ N. Combining (C.57) with the three-body lemma C.5 we get the
following analogue of (C.51)

lim inf
N→∞

σ(H̃β
N − Sv,k)
N

= lim inf
N→∞

〈φN , (H̃β
N − Sv,k)φN〉
N

≥ lim inf
N→∞

(
Tr(h̃γ

(1)
φN

) + αN(1− ε)2Tr(U`γ
(2)
φN

)− Tr(|v⊗k〉〈v⊗k|γ(k)
φN

)
)
.

(C.58)

Moreover, (C.57) and the second moment estimate (C.31) imply the a-priori
estimate 〈φN , h̃1h̃2φN〉 ≤ Cε,s. Therefore, we can estimate the right-hand side of
(C.58) by proceeding exactly as in the proof of Prop. C.6. More precisely, by
the quantum de Finetti Theorem C.3 we can find a Borel probability measure
µφ on the unit sphere Sh such that, up to a subsequence,

lim
N→∞

Tr

∣∣∣∣γ(k)
φN
−
∫
|u⊗k〉〈u⊗k|dµφN (u)

∣∣∣∣ = 0,

for all k ∈ N. Using (C.52) with ψ̃N replaced by φN and employing the fact that
|v⊗`〉〈v⊗`| is bounded, we obtain

lim inf
N→∞

(
Tr(h̃γ

(1)
φN

) + αN(1− ε)2Tr(U`γ
(2)
φN

)− Tr(|v⊗k〉〈v⊗k|γ(k)
φN

)
)

≥
∫ (
〈u, h̃u〉+ (1− ε)2 V̂ (0)

2

∫
R2

|u|4 − |〈v, u〉|2k
)
dµ̃φN (u).

(C.59)
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From (C.56), (C.58) and (C.59), it follows that

lim inf
N→∞

σ(Hβ
N − Sv,k)
N

≥ inf
‖u‖L2=1

(
〈u, (h̃− 1)u〉+ (1− ε)2 V̂ (0)

2

∫
R2

|u|4 − |〈v, u〉|2k
)
dµ̃φN (u).

Finally, by a standard compactness argument from [47] we have that −∆+1 has
compact resolvent, then the limit

lim
ε→0

lim
s→∞

(
inf

‖u‖L2=1

(
〈u, (h̃− 1)u〉+ (1− ε)2 V̂ (0)

2

∫
R2

|u|4 − |〈v, u〉|2k
)
dµ̃φN (u)

)
= inf
‖u‖L2=1

(
ENLS[u]− |〈v, u〉|2k

)
.

Now we prove convergence of density matrices.

Proof of state convergence. Let ψN be an approximate ground state for Hβ
N as in

Theorem C.1. For every v ∈ L2(R2) and k ∈ N, from the upper bound in (C.8)
and the lower bound from the previous lemma we have

lim sup
N→∞

Tr(|v⊗k〉〈v⊗k|γ(k)
N ) = lim sup

N→∞

(
〈ψN , Hβ

NψN〉
N

− 〈ψN , (H
β
N − Sv,k)ψN〉
N

)

≤ lim sup
N→∞

(
inf σ(Hβ

N)

N
− inf σ(Hβ

N − Sv,k)
N

)
≤ inf
‖u‖L2=1

ENLS − inf
‖u‖L2=1

(
ENLS − |〈v, u〉|2k

)
.

Here v is not necessarily normalized. Therefore we can replace v by λ1/(2k)v with
λ > 0 and obtain

lim sup
N→∞

Tr(|v⊗k〉〈v⊗k|γ(k)
ψN

) ≤ 1

λ

(
inf

‖u‖L2=1
ENLS − inf

‖u‖L2=1

(
ENLS − λ|〈v, u〉|2k

))
.

With given v and k, for every λ > 0 let uλ be a normalized minimizer for
u 7→ ENLS− λ|〈v, u〉|2k. Since 〈uλ, huλ〉 is bounded and h has compact resolvent,
there exists a subsequence λj → 0 such that uλj converges to u0 in L2. By
Fatou’s lemma, u0 is a minimizer of ENLS, hence

lim sup
j→∞

1

λj

(
inf

‖u‖L2=1
ENLS − inf

‖u‖L2=1

(
ENLS[u]− λj|〈v, u〉|2k

))

≤ lim sup
j→∞

1

λ

(
ENLS[uλj ]−

(
ENLS[uλj ]− λj|〈v, uλj〉|2k

))
= |〈v, ϕ0〉|2k.

187



Ground state for many-bosons system through singular potentials

We used the uniqueness of the minimizer of ENLS. This implies that for any
v ∈ L2(R2) and k ∈ N

lim sup
N→∞

Tr(|v⊗k〉〈v⊗k|γ(k)
ψN

) ≤ |〈v, ϕ0〉|2k.

Now we can conclude the convergence of density matrices using the quantum
de Finetti theorem. In fact, by Theorem C.3, up to a subsequence of ψN , there
exists a probability measure µ on the unit sphere S(L2(R2)) such that

lim
N→∞

Tr

∣∣∣∣γ(k)
N −

∫
S(L2(R2))

|u⊗k〉〈u⊗k|dµ(u)

∣∣∣∣ = 0,

for all k ∈ N. To conclude the proof we will show that µ is supported on the
set of minimizers of ENLS, calledMNLS. To show it, we assume by contradiction
that there exists v0 ∈ L2(R2) in the support of µ but v0 /∈ MNLS. Denoting by
B the set of all points in the support of µ within a L2-distance less than δ from
v0, i.e. ‖v − v0‖2 ≤ δ. We claim that we could then find δ ∈ (0, 1/2) such that

|〈v, ϕ0〉| ≤ 1− 3δ2, (C.60)

for all v ∈ B. Indeed, if that was not the case, we would have two sequences in
the support of µ strongly converging in L2(R2)

vn → v0, un → ϕ0 ∈MNLS

with ‖un − vn‖ → 0, and thus v0 ∈ MNLS. Here we have used that MNLS is a
compact subset of L2(R2). On the other hand by triangle inequality,

|〈v, u〉| ≥ 1

2
(‖u‖2 + ‖v‖2 − ‖u− v‖2) ≥ 1− 2δ2, (C.61)

for all u, v ∈ B. From (C.60) and (C.61) we find that

(µ(B))2(1− 2δ2)2k ≤
∫
B

∫
B

|〈v, u〉|2kdµ(u)dν(v)

≤
∫
B

|〈v, ϕ0〉|2kdµ(v) ≤ µ(B)(1− 3δ2)2k

for all k ∈ N. Taking the limit k → ∞, we have µ(B) = 0. However, it
contradicts the fact that v0 belongs to the support of µ and µ is a Borel measure.
Thus we can conclude that µ is supported onMNLS and the proof is complete.
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Springer, 2020, pp. 571–626.

[20] C. Caraci, S. Cenatiempo, and B. Schlein, Bose–einstein condensa-
tion for two dimensional bosons in the Gross–Pitaevskii regime, Journal of
Statistical Physics, 183 (2021), pp. 1–72.

[21] A. Deuchert and R. Seiringer, Gross–pitaevskii limit of a homoge-
neous bose gas at positive temperature, Archive for Rational Mechanics and
Analysis, (2020), pp. 1–55.

[22] F. J. Dyson, Ground-state energy of a hard-sphere gas, Physical Review,
106 (1957), p. 20.

[23] F. J. Dyson, E. H. Lieb, and B. Simon, Phase transitions in quan-
tum spin systems with isotropic and nonisotropic interactions, in Statistical
Mechanics, Springer, 1978, pp. 163–211.

[24] A. Einstein, Quantum theory of the monatomic ideal gas, Sitzungsberichte
der Preussischen Akademie der Wissenschaften, Physikalisch-mathematische
Klasse, (1924), pp. 261–267.

[25] , Quantum theory of the monatomic ideal gas.second treatise., Sitzungs-
berichte der Preussischen Akademie der Wissenschaften, Physikalisch-
mathematische Klasse, (1925), pp. 1–3.

190



Bibliography
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